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𝟙

W HAT I S M U LT I P L I C AT I V E C HAO S ?

1.1 An introductory example

Thesubject of this thesis is the study of various instances of randomdis-
tributions that we collectively callmultiplicative chaos.1 They are often
constructed by taking the product of an infinite number of indepen-
dent random functions, which explains the name.

One of the simplest examples of multiplicative chaos is based on the
random Fourier series

𝑋(𝑥) ≔
∞

∑
𝑘=1

𝐴𝑘 cos(2𝜋𝑘𝑥) + 𝐵𝑘 sin(2𝜋𝑘𝑥)
√𝑘

, (1.1)

where𝐴𝑘 and𝐵𝑘 are independent standardGaussian randomvariables.
Let 𝑌𝑛(𝑥) denote the 𝑛th term in the series (1.1), fix a parameter 𝛽 > 0,
and define for 𝑛 ≥ 1 and 𝑥 ∈ [0, 1] the product

𝑀𝑛(𝑥) ≔
𝑛

∏
𝑘=1

exp (𝛽𝑌𝑘(𝑥) −
𝛽2

2
𝔼𝑌𝑘(𝑥)2) .

It is easy to check that the sequence (𝑀𝑛(𝑥))∞𝑛=1 is a non-negative mar-
tingale, and from this it follows that the measures𝑀𝑛(𝑥) 𝑑𝑥 converge
almost surely in theweak∗-sense to a randommeasure𝜇 on the interval
[0, 1]. The measure 𝜇, which is an example of a Gaussian multiplica-
tive chaos measure, turns out to be almost surely the zero measure if
𝛽 ≥ √2, but for 𝛽 < √2 one gets a non-trivial limit. In the latter case
𝜇 is almost surely singular with respect to the Lebesgue measure, yet it
has no atoms.

1 A note on terminology: In this introduction the word ‘distribution’ will always refer
to continuous linear functionals on some space of test functions, typically tempered
distributions à la Schwartz. Probability distributions will be called probability laws
instead.

1



2 what is multiplicative chaos?
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Figure 1.1. A computer simulation of𝑀𝑛(𝑥) for 𝑛 = 1000 and 𝛽 = 1.

In Figure 1.1 we have plotted a single simulated realization of𝑀𝑛(𝑥)
when 𝑛 = 1000 and 𝛽 = 1. One can see that the function stays most
of the time rather close to 0, but it has some large spikes. As 𝑛 in-
creases, the spikes will get thinner and taller, and in the limit the whole
mass will actually be concentrated on some set ofHausdorff dimension
strictly less than 1.

1.2 History and current trends

The history of multiplicative chaos traces back to the 1970s, where it
appeared almost simultaneously and independently in two quite dif-
ferent contexts. First, in the 1971-paper [17] Raphael Høegh-Krohn
considered certain quantum field theories whose Hamiltonians have
the form 𝐻 = 𝐻0 + 𝑉, where 𝑉 is a multiplicative chaos -type object.
Second, in the 1972-article [24] Benoît Mandelbrot proposed a novel
limit log-normal model for energy dissipation in turbulence.

BothHøegh-Krohn andMandelbrotwere able to study theirmodels
rigorously in the so called 𝐿2-phase where the second moment of the
multiplicative chaos is finite. Mandelbrot moreover provided heuris-
tical arguments on how one might be able to go past this phase to
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Figure 1.2. A dyadic Mandelbrot cascade on [0, 1].

the whole subcritical phase.2 Making these heuristics rigorous how-
ever turned out to be difficult, so he switched to study simplified mod-
els called multiplicative cascades in his two subsequent papers [25, 26].
Multiplicative cascades have also been calledMandelbrot cascades, and
a basic example of a one-dimensional cascade built on the unit inter-
val is illustrated in Figure 1.2. We will next explain the construction.

Briefly, the goal is to form a randommeasure on some space, say the
unit interval as in the picture. We begin by dividing the interval recur-
sively into left and right halves, starting from the interval [0, 1] itself.
Each dyadic subinterval can then be identified in a natural way with a
node in the tree of splittings, which one can visualize to be hanging
above the unit interval. Next we assign every node/interval 𝑘 a non-
negative random weight 𝑊𝑘 . The 𝑛th level approximation 𝜇𝑛 for the
cascade measure is then obtained by letting the measure of a dyadic
subinterval 𝐼 of length 2−𝑛 be the product of the weight of 𝐼 together
with the weights of all the ancestors of 𝐼, distributing the mass uni-
formly inside 𝐼. In the picture 𝐼 could be the red interval, and then the

2 In our introductory example the 𝐿2-phase corresponds to having 𝛽 ∈ (0, 1), while
the subcritical phase has 𝛽 ∈ (0, √2).



4 what is multiplicative chaos?

corresponding weights would be the ones lying on the red path from
the root of the tree to the node corresponding to 𝐼.

If we assume that the weights𝑊𝑘 are independent and identically
distributed random variables withmean 1/2, the sequence 𝜇𝑛 becomes
an almost surely converging martingale with a limit measure 𝜇. The
precise condition for the non-degeneracy of the limit in this case is

𝔼𝑊1 log(𝑊1) < 0 ,

a fact that was proven by Jean-Pierre Kahane and Jacques Peyrière in
an article [20] that appeared two years after Mandelbrot’s work. In the
same paper the authors also proved many other important basic prop-
erties of 𝜇, concerning e.g. the existence of moments and the support
of the cascade measure.

The progress made on Mandelbrot cascades was thus relatively fast,
but when the model is viewed as a simplification of the original limit
log-normal model, it takes its toll on naturality.The problem is that the
cascade measures would rather live on the boundary of a tree than in
Euclidean space: The stochastic dependence between two locations 𝑥
and 𝑦 can vary drastically depending on where 𝑥 and 𝑦 are located in
the space, even if their Euclidean distance is held constant. For instance,
if𝑥 = 1/2−𝜀 and𝑦 = 1/2+𝜀 are points on the unit interval in Figure 1.2,
then the lowest common ancestor of 𝑥 and 𝑦 in the tree is the root.This
means that the behaviour of 𝜇 at 𝑥 is almost completely independent
of the behaviour at 𝑦, despite the points being very close to each other
when 𝜀 > 0 is small.

This problem was overcome when Mandelbrot’s original limit log-
normal model was finally made rigorous by Kahane in 1985 when he
published his seminal article [19]. In the paper did Kahane not only
coin the termmultiplicative chaos and present a solidmathematical the-
ory capable of justifying and generalizing Mandelbrot’s model, but he
also proved many basic properties of the resulting chaos measures.

Kahane’s theory allows one to construct multiplicative chaos mea-
sures in arbitrary locally compact metric spaces (𝑇, 𝜌). Roughly speak-
ing, Kahane showed how to define random measures of the form

𝑒𝛽𝑋(𝑥)−
𝛽2
2 𝔼𝑋(𝑥)

2
𝑑𝜎 , (1.2)
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where 𝛽 ∈ ℝ is a parameter, 𝜎 is a reference measure, and𝑋 is a Gaus-
sian field on𝑇.The field𝑋 however is typically not a function but a dis-
tribution, and it is not immediately clear how to make sense of (1.2).
This will be further elaborated in Chapters 2 and 3.

In this introduction we will be focusing on the case where 𝑇 ⊂ ℝ𝑑
and 𝜌 is the usual Euclidean distance, in which case it turns out that
the natural Gaussian fields to look at are those whose covariance has a
logarithmic singularity on the diagonal, formally

𝔼𝑋(𝑥)𝑋(𝑦) = log+ 1
|𝑥 − 𝑦|
+ 𝑂(1) .

This has also been the most important case for applications. Of the ar-
ticles in this thesis, [I] is written for general metric spaces (with appli-
cations inℝ𝑑), while [II] and [III] are written in the Euclidean setting.

It took some time before Kahane’s theory started to receive more
widespread interest, but today multiplicative chaos has connections to
many directions. These include for example the Stochastic Loewner
Evolution (sle) [2, 15, 36], two-dimensional quantum gravity [9, 13,
14, 21], and number theory [16, 33]. Along with these rather recent
developments, a call for the further study of multiplicative chaos distri-
butions, including variants such as non-Gaussian and complex chaos,
has emerged. The three papers included in this thesis provide some an-
swers to this call:

In [I] we show that non-atomic real Gaussian multiplicative chaos
measures are universal (especially in the so-called critical case), in the
sense that various different ways of constructing the chaos actually
yield the same result.

In [II] we construct non-Gaussian multiplicative chaos for fairly
general log-correlated fields that admit a representation as a sum of
independent fields.

Finally, in [III] we study the basic properties of purely imaginary
Gaussian multiplicative chaos, which is perhaps the most elementary
variant of complex multiplicative chaos.

This introduction discusses prerequisities and results from the liter-
ature that are related to themultiplicative chaos theory appearing in [I–
III]. At the same time we will also state some selected theorems from
the three papers.





𝟚

L O G - C O R R E L AT E D G AU S S IA N F I E L D S

2.1 Distribution-valued Gaussian fields

Let 𝑈 ⊂ ℝ𝑑 be a bounded open set. Classically one would think of
a Gaussian field on 𝑈 as a random function 𝑋∶ 𝑈 → ℝ, such that
for any finite collection of points 𝑥1 ,… , 𝑥𝑛 ∈ 𝑈 the random vari-
ables𝑋(𝑥1),… ,𝑋(𝑥𝑛) are jointly Gaussian. In this chapter we will first
shortly discuss how this concept can be generalized to more singular
Gaussian fields on𝑈, whose realizations are not functions but distribu-
tions. After this is done, we will define log-correlated Gaussian fields
and provide some examples.

For simplicity, we will henceforth always assume that our Gaussian
random variables are centered, meaning that they have expectation 0.
The law of a Gaussian random vector 𝑋 ∈ ℝ𝑛 is then completely de-
termined by its covariance matrix 𝐶, which is an 𝑛 × 𝑛 positive semi-
definite matrix with entries 𝐶𝑗,𝑘 = 𝔼𝑋𝑗𝑋𝑘 . From this it follows that
the law of any Gaussian field 𝑋 on 𝑈 is determined by its covariance
function 𝐶𝑋(𝑥, 𝑦) ≔ 𝔼𝑋(𝑥)𝑋(𝑦).1 Conversely, given a positive defi-
nite function 𝐶∶ 𝑈 × 𝑈 → ℝ, one may construct (by using the Kol-
mogorov extension theorem) a collection {𝑋(𝑥) ∶ 𝑥 ∈ 𝑈} of Gaussian
random variables, in such a way that for any 𝑛 ≥ 1 and 𝑥1 ,… , 𝑥𝑛 ∈ 𝑈
the random variables 𝑋(𝑥1),… ,𝑋(𝑥𝑛) are jointly Gaussian with co-
variance matrix given by (𝐶(𝑥𝑗 , 𝑥𝑘))𝑛𝑗,𝑘=1 .

This point of view, while natural, breaks downwhenwe try to define
log-correlated fields. Consider the example we had earlier in Chapter 1
where 𝑋 is the Gaussian Fourier series given by (1.1). We will soon
see that 𝑋 is an example of a log-correlated field in the sense of the

1 Recall that for any index set 𝐼 the law of any random variableΩ → ℝ𝐼 is determined
by the laws of its finite-dimensional projections.

7



8 log-correlated gaussian fields

upcoming Definition 2.2 – for now, let us simply note that after a small
(formal) computation one finds that

𝔼𝑋(𝑥)𝑋(𝑦) = log 1
2|sin(𝜋(𝑥 − 𝑦))|

for all 𝑥, 𝑦 ∈ [0, 1]. Notice that this would imply that𝑋(𝑥) has infinite
variance, so the idea that 𝑋(𝑥) is a Gaussian random variable is not
going to work –𝑋 cannot be a random function.

It is however easy to check that𝑋makes sense as a random distribu-
tion on the unit circle𝕋 ≅ ℝ/ℤ. Indeed, if𝜑 ∈ 𝐶∞(𝕋) is a test function,
then its Fourier coefficients decay faster than any polynomial, while
the coefficients𝐴𝑘/√𝑘 and 𝐵𝑘/√𝑘 stay almost surely bounded. In fact,
using the Borel–Cantelli lemma one easily sees that for any 𝜀 > 0 the
random variables𝐴𝑘 and 𝐵𝑘 are almost surely less than√(2 + 𝜀) log(𝑘)
for large enough 𝑘. It follows that 𝑋 can be evaluated against any test
function that has Fourier coefficients decaying faster than (1+|𝑘|)−1/2−𝜀
for some 𝜀 > 0.

The above example indicates that we should aim for a definition
of a random Gaussian distribution. To this end, let S′ be the space of
tempered distributions onℝ𝑑 , where S denotes the Schwartz function
space. We say that a real valued random distribution 𝑋 ∈ S′ is an S′-
valued Gaussian field, if the random variables {𝑋(𝜑) ∶ 𝜑 ∈ S, 𝜑 is real}
are jointly Gaussian.We have thus replaced the point evaluations in the
earlier definition of aGaussian random function by evaluations against
test functions.

If 𝑋 is an S′-valued Gaussian field, we may define a bilinear form
𝐶𝑋 on S by setting

𝐶𝑋(𝑓, 𝑔) ≔ 𝔼𝑋(𝑓)𝑋(𝑔).

This bilinear form is symmetric and positive definite, and it clearly de-
termines the law of𝑋. The converse is a bit trickier in this case. Given
a symmetric and positive definite linear form𝐶 on S, we can again find
a collection of random variables {𝑋(𝑓) ∶ 𝑓 ∈ S} in such a way that
the law of 𝑋 agrees with 𝐶. However, it is not immediately clear that
one can do this in such a way that the linear structure 𝑋(𝑓) + 𝑋(𝑔) =
𝑋(𝑓 + 𝑔) is preserved, and more importantly, it is also not clear that
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one can choose the variables so that𝑋 ∈ S′ . Fortunately, the following
simple corollary of Minlos theorem holds (see e.g. [37, Theorem 1.10]
and the discussion following it).

Theorem2.1. Let𝐶 be a real bilinear form on S that is symmetric, con-
tinuous and positive definite. Then there exists an S′-valued Gaussian
field𝑋 on ℝ𝑑 such that 𝐶𝑋(𝑓, 𝑔) = 𝐶(𝑓, 𝑔) for all 𝑓, 𝑔 ∈ S.

2.2 Log-correlated fields

We are now ready to define log-correlated Gaussian fields.

Definition 2.2. Let𝑈 ⊂ ℝ𝑑 be a bounded open set. An S′-valuedGaus-
sian field𝑋 is log-correlated on 𝑈, if 𝐶𝑋 is given by an integral

𝐶𝑋(𝑓, 𝑔) = ∫
ℝ𝑑×ℝ𝑑
𝐶𝑋(𝑥, 𝑦)𝑓(𝑥)𝑔(𝑦) 𝑑𝑥 𝑑𝑦 , (𝑓, 𝑔 ∈ S)

with kernel 𝐶𝑋(𝑥, 𝑦) of the form

𝐶𝑋(𝑥, 𝑦) =
{
{
{

log 1|𝑥−𝑦| + 𝑔(𝑥, 𝑦) , if 𝑥, 𝑦 ∈ 𝑈

0 , otherwise,

where 𝑔 ∈ 𝐿1(𝑈×𝑈) is some integrable function that is bounded from
below on compact subsets of 𝑈 and bounded from above on all of 𝑈.

Remark. There is also an object known as the log-correlated Gaussian
field (lgf) on ℝ𝑑 . It has 𝑔 = 0 and is defined on the whole space ℝ𝑑 ,
albeit only up to an additive constant. See [12] for more details.
Remark. We would like to point out that the admittedly abstract The-
orem 2.1 is not necessary for constructing log-correlated fields. One
could for example consider the Karhunen–Loève expansion of the field
and show that it converges in a suitable negative-index Sobolev space.
Interested readers may wish to look at [III, Section 2], where this ap-
proach is carried out.

As already mentioned, (1.1) is an example of a log-correlated field.
Let us mention another central example, which is the 2-dimensional
Gaussian Free Field.
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Figure 2.1. A computer simulation of the gff in the unit square [0, 1]2 .

Definition 2.3. Let 𝑈 ⊂ ℂ be a simply connected bounded domain.
The Gaussian Free Field (gff) on 𝑈 with zero boundary conditions is
the log-correlated Gaussian field with the covariance kernel

𝐶𝑋(𝑥, 𝑦) = log |
1 − 𝜑(𝑥)𝜑(𝑦)
𝜑(𝑥) − 𝜑(𝑦)

| ,

where 𝜑∶ 𝑈 → 𝔻 is any conformal homeomorphism between 𝑈 and
the unit disc𝔻.

The gff appears as the scaling limit of many models in mathematical
physics, see [35] for an introduction to the topic. A central feature of
the gff is its domain Markov property, which states that the condi-
tional law of a gff𝑋 on some open subdomain 𝑉 ⊂ 𝑈 given its values
outside of 𝑉 is equal to the sum of the harmonic extension of 𝑋|𝜕𝑉 to
𝑉 and an independent gff in 𝑉.

When analyzing log-correlated Gaussian fields – and later Gaussian
multiplicative chaos – some specific covariance kernels are particularly
well-behaved.The exactly scale invariant field on the unit interval [0, 1]
has the pure logarithm as its covariance kernel:

𝐶𝑋(𝑥, 𝑦) = log
1
|𝑥 − 𝑦|
. (2.1)



2.3 approximations 11

This field has the property that if 0 < 𝑠 < 1 is a scaling parameter, then
the law of𝑋(𝑠⋅) is the same as the law of𝑋 plus an indepedent Gaussian
random variable with variance log(𝑠−1).

More generally, the so called ⋆-scale invariant covariance kernels [1,
31] are the ones with a representation

𝐶𝑋(𝑥, 𝑦) = ∫
∞

1

𝑘((𝑥 − 𝑦)𝑡)
𝑡
𝑑𝑡 , (2.2)

where 𝑘 is a positive definite continuous function with 𝑘(0) = 1. If
𝑘 is in addition (say) compactly supported, then these fields enjoy a
useful spatial decorrelation property: The integrand in (2.2) is 0 for
𝑡 ≳ |𝑥 − 𝑦|−1 .

2.3 Approximations

The definition of Gaussian multiplicative chaos in the next chapter re-
lies on approximating log-correlated fields with functions. We will do
this by using convolution approximations, since they work for any field
𝑋. However, certain other approximation paradigms also deserve to be
mentioned.

For the Gaussian Fourier series (1.1) a natural approximating se-
quence of functions is given simply by the partial sums of the series
(1.1). This method of approximation has independent increments, but
its spatial decorrelation properties are poor since the trigonometric ba-
sis functions cos(2𝜋𝑘𝑥) and sin(2𝜋𝑘𝑥) are not localized. Such lack of
spatial decorrelation is often an obstacle in proofs, because it makes
it hard to use arguments that partition the space and claim that the
behaviour of the field should be more or less independent in different
parts.

Certain fields possess approximation schemes that feature both in-
dependent increments and spatial decorrelation. One particularly con-
venient one is the geometric construction of Emmanuel Bacry and Jean
François Muzy [3], which is based on looking at cones of hyperbolic
white noise in the upper half plane. Such representations exist – among
other fields – both for (1.1) and (2.1). Details of the construction in the
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case of (1.1) can be found in [2].2 In turn, for ⋆-scale invariant fields a
good approximation is obtained simply by truncating the integral (2.2).
We refer to [1] for more information.

For the gff, a commonly used natural approximation is to take cir-
cle averages

𝑋𝜀(𝑥) = ⨏
𝜕𝐵(𝑥,𝜀)
𝑋(𝑡) 𝑑𝑡

of the field. Due to the domain Markov property of the gff these ap-
proximations possess spatial independence for distances larger than
2𝜀, and moreover for a fixed point 𝑥 the process 𝜀 ↦ 𝑋𝜀(𝑥) has the
covariance

𝔼𝑋𝜀(𝑥)𝑋𝜀′ (𝑥) = log
1

max(𝜀, 𝜀′)
+ log 𝜌(𝑥; 𝑈),

where 𝜌(𝑥; 𝑈) is the conformal radius of𝑈 as seen from 𝑥.This is essen-
tially a time-scaled Brownian motion. Proofs and details can be found
e.g. in [14].

Finally – just to mention yet another scheme – one can also approx-
imate (1.1) using vaguelets, see e.g. [I, 38].

Remark. There is a substantial number of results that have only been
proven for ⋆-scale invariant and similar well-approximable fields. This
is rectified at least partially by [18, Theorem A], where the authors
of [III] show that in fact any log-correlated Gaussian field with suffi-
ciently regular covariance can be locally written as a sum of a ⋆-scale
invariant field and a Hölder-regular field.

2 Strictly speaking the cone construction in [2] gives (1.1) plus an independent Gaus-
sian random variable with variance 2 log(2).
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G AU S S IA N M U LT I P L I C AT I V E C HAO S

3.1 Definitions

Let𝑋 ∈ S′ be a log-correlatedGaussian field on some bounded domain
𝑈 ⊂ ℝ𝑑 as in Definition 2.2, and fix a parameter 𝛽 > 0. A Gaussian
multiplicative chaos (gmc) measure 𝜇𝛽 is formally constructed from
𝑋 by taking a renormalized exponential:

𝑑𝜇𝛽(𝑥) ≔ 𝑒𝛽𝑋(𝑥)−
𝛽2
2 𝔼𝑋(𝑥)

2
𝑑𝑥 . (3.1)

However, as we saw inChapter 2, the field𝑋 is not a function, so (3.1) is
not mathematically valid as it is. Therefore, to obtain a rigorous defini-
tion of 𝜇𝛽 , we will instead approximate𝑋 with regular fields for which
a renormalized exponential can be defined, and then take the limit of
such approximations.

Let 𝜑 ∈ 𝐶∞𝑐 (ℝ𝑑) be a non-negative bump function with integral 1,
and denote 𝜑𝜀(𝑥) ≔ 𝜀−𝑑𝜑(𝑥/𝜀) for all 𝜀 > 0. It is easy to check that
the functions 𝜑𝜀 form an approximation of the identity for tempered
distributions, in the sense that for any ℎ ∈ S′ and 𝑓 ∈ S we have

lim
𝜀→0
⟨𝜑𝜀 ∗ ℎ, 𝑓⟩ = ⟨ℎ, 𝑓⟩ ,

where 𝜑𝜀 ∗ ℎ is to be understood as the function 𝑥 ↦ ⟨ℎ, 𝜑𝜀(𝑥 − ⋅)⟩.
Using 𝜑, we may thus define the approximations

𝑋𝜀(𝑥) ≔ (𝜑𝜀 ∗ 𝑋)(𝑥)

for all 𝜀 > 0 and𝑥 ∈ ℝ𝑑 .The functions𝑋𝜀 will be almost surely smooth,
and using them in place of𝑋makes it possible to make sense of (3.1).

Definition3.1. Thegmcmeasure𝜇𝛽 related to the log-correlatedGaus-
sian field𝑋 is given by

𝑑𝜇𝛽(𝑥) ≔ lim
𝜀→0
𝑒𝛽𝑋𝜀(𝑥)−

𝛽2
2 𝔼𝑋𝜀(𝑥)

2
𝑑𝑥 ,

13
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where the limit is in the sense of weak⋆-convergence in probability.

When 𝛽 ∈ (0, √𝑑) (the so called 𝐿2-region) one can check that the
definition makes sense and yields a non-trivial limit by showing that
for any fixed 𝑓 ∈ 𝐶𝑐(𝑈) the random variable

𝑀𝜀(𝑓) ≔ ∫
𝑈
𝑓(𝑥)𝑒𝛽𝑋𝜀(𝑥)−

𝛽2
2 𝔼𝑋𝜀(𝑥)

2
𝑑𝑥

is Cauchy in 𝐿2(Ω) as 𝜀 → 0. After this is done, one can use the separa-
bility of 𝐶𝑐(𝑈) to show that there exists a limiting measure 𝜇𝛽 . Extend-
ing the result to all 𝛽 ∈ (0, √2𝑑) is however non-trivial.

Theorem 3.2. The limit in Definition 3.1 exists and is almost surely
non-zero when 0 < 𝛽 < √2𝑑. Moreover, the limit does not depend on
the choice of 𝜑.

A version of Theorem 3.2 was first proven by Kahane in [19], where
instead of taking convolution approximations he considered fields that
can be represented as a sum of independent fields with sufficiently reg-
ular positive covariances (the so called 𝜎-positivity condition). The ex-
istence of chaos via convolution approximations was later proven by
Raoul Robert and Vincent Vargas in the case that 𝑋 is stationary [32].
Both in [19] and [32] the respective authors also proved the unique-
ness of the resulting chaos for their respective approximation schemes:
Two different 𝜎-positive decompositions give the same result, as does
using two different convolution kernels 𝜑.

Today the approach taken by Nathanaël Berestycki in [7] is proba-
bly the most straightforward way to prove the existence and unique-
ness of chaos when using convolution approximations, while the pa-
per by Alexander Shamov [34] gives a robust novel definition of GMC
along with very general existence and uniqueness results. Uniqueness
can also be deduced from [I, Theorem 1], where the conditions are less
general than in [34], but the result extends also to the critical setting
𝛽 = √2𝑑, which will be discussed in Chapter 4.
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3.2 Moments and support

We will next list some properties of the chaos measure 𝜇𝛽 to give a
feeling what kind of beast1 we are talking about. Let us start with the
moments of the total mass.

Theorem 3.3. Let 𝐾 ⊂ 𝑈 be compact and assume that 0 < 𝛽 < √2𝑑.
Then 𝔼 |𝜇𝛽(𝐾)|𝑝 < ∞ if and only if 𝑝 < 2𝑑𝛽2 .

This theorem was proven by Kahane in [19] for 𝑝 ≥ 0, and for nega-
tive moments the result follows by mimicking the proof of correspond-
ing theorem for multiplicative cascades [28], see also [32]. An often
used strategy when proving results such as Theorem 3.3 is to show that
the claim holds for some specific covariance kernels, after which it is
possible to use the following fundamental inequality to extend the re-
sult to arbitrary kernels.

Theorem 3.4 (Kahane’s convexity inequalities [19]). Let 𝑋 and 𝑌 be
Hölder-regular2 Gaussian fields such that 𝐶𝑋(𝑥, 𝑦) ≥ 𝐶𝑌(𝑥, 𝑦) for all
𝑥, 𝑦 ∈ 𝑈. Then for any concave function 𝑔∶ [0,∞) → [0,∞) we have

𝔼[𝑔(∫
𝑈
𝑓(𝑥)𝑒𝑋(𝑥)−

1
2𝔼𝑋(𝑥)

2
𝑑𝑥)] ≤ 𝔼 [𝑔(∫

𝑈
𝑓(𝑥)𝑒𝑌(𝑥)−

1
2𝔼𝑌(𝑥)

2
𝑑𝑦)]

for any non-negative 𝑓 ∈ 𝐶𝑐(𝑈). For convex functions 𝑔 with at most
polynomial growth at infinity one gets the same inequality with sign
reversed.

Wehave thus seen that the totalmass is a rather heavy tailed random
variable. The next theorem, also by Kahane apart from the exact Haus-
dorff dimension for which he only proved a lower bound, gives more
precise information on the measure itself.

Theorem 3.5 ([19, 31]). The chaos measure 𝜇𝛽 is almost surely non-
atomic. Moreover, it gives full mass to the set

{𝑥 ∈ 𝑈 ∶ lim
𝜀→0

𝑋𝜀(𝑥)
𝔼𝑋𝜀(𝑥)2

= 𝛽},

1 Nomenclature borrowed from Andriy Bondarenko.
2 By Hölder-regular we mean that the map (𝑥, 𝑦) ↦ √𝔼 |𝑋(𝑥) − 𝑋(𝑦)|2 is Hölder-

continuous.
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which has Hausdorff dimension equal to 𝑑 − 𝛽
2

2 .

There aremany further properties of themeasuresmeasures 𝜇𝛽 that
have been investigated in the literature, for example the computation of
its multifractal spectrum and asymptotics for the tail probabilities of
the total mass. We refer the reader to the survey article [31] for more
detailed information.



𝟜

C OM P L E X A N D C R I T I C A L G AU S S IA N C HAO S

4.1 Extending the range of 𝛽

InChapter 3we consideredGaussian chaos𝜇𝛽 for the parameter values
𝛽 ∈ (0, √2𝑑). It is trivial to extend this to the range 𝛽 ∈ (−√2𝑑,√2𝑑),
since for 𝛽 = 0 the chaos is just the Lebesgue measure, and for 𝛽 < 0
the measure 𝜇𝛽 has the same law as 𝜇−𝛽 by the symmetricity of𝑋.

A natural question to ask is what happens when 𝛽 is allowed to be
complex. It turns out [2, 6] that at least for some specific fields𝑋, such
as the exactly scale invariant field (2.1), the range of subcritical 𝛽 can
be extended to the open region

int(conv({𝑧 ∈ ℂ ∶ |𝑧| = √𝑑} ∪ {−√2𝑑,√2𝑑}))

which is illustrated in Figure 4.1.1More precisely, the standard mar-
tingale normalization yields a non-trivial limit for 𝛽 lying in this eye-
shaped domain. The disc in the middle corresponds to the 𝐿2-phase.

4.2 Purely imaginary chaos

One particularly interesting region in Figure 4.1 is the imaginary axis.
For notational simplicity, we will keep 𝛽 real in this section and instead
consider the parameter 𝑖𝛽. The distribution 𝜇𝑖𝛽 for 0 < 𝛽 < √𝑑 is then
formally given by

𝜇𝑖𝛽 = 𝑒𝑖𝛽𝑋(𝑥)+
𝛽2
2 𝔼𝑋(𝑥)

2
, (4.1)

which is again to be rigorously understood via a regularization proce-
dure. The study of 𝜇𝑖𝛽 is the main topic of [III]. There is a plot of a
computer simulation of the real part of an approximation of 𝜇𝑖𝛽 in Fig-
ure 4.2. In the simulation the underlying field 𝑋 is the gff in the unit

1 Here for 𝐴 ⊂ ℂ we denote by int(𝐴) and conv(𝐴) the interior and convex hull of 𝐴,
respectively.

17
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ℜ(𝛽)

ℑ(𝛽)

√𝑑

−√𝑑

−√2𝑑 √2𝑑

[May 26, 2018 at 16:33 – classicthesis version 0.1 ]

Figure 4.1.The extended subcritical regime for complex 𝛽.

square – actually the same realization as in Figure 2.1. The parameter
value is 𝛽 = 1/√2.

Notice how the role played by the normalization in (4.1) is quite
different from what it was in the case of the real chaos: There we had to
apply a normalizing factor that tends to 0 in order to counter the more
and more probable very large values of 𝑋𝜀 . In the imaginary case we
instead have to renormalize by a factor that blows up, so that the ever
more wildly oscillating term exp(𝑖𝛽𝑋𝜀(𝑥)) does not bring the limit to
0.

A central feature of the purely imaginary chaos distributions is that
they possess all moments, a fact that is not true for other parameter
values.

Theorem 4.1 ([III, Theorem 1.3]). For any 𝑓 ∈ 𝐶𝑐(𝑈) we have

𝔼 |𝜇𝑖𝛽(𝑓)|𝑝 < ∞

for all 𝑝 ≥ 1. Moreover, the law of 𝜇𝑖𝛽 is determined by its moments.

The purely imaginary chaos is an honest distribution and not even
a complex measure.
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[May 26, 2018 at 16:33 –classicthesis version 0.1 ]

Figure 4.2. A computer simulation of the real part of the imaginary chaos of
the gff in the unit square [0, 1]2 .

Theorem 4.2 ([III, Theorem 1.2]). The distribution 𝜇𝑖𝛽 has infinite
total variation and is hence almost surely not a complex measure. It
belongs almost surely to the Besov space 𝐵𝑠𝑝,𝑞(ℝ𝑑) when 𝑠 < −𝛽2/2,
and this bound is sharp except possibly at 𝑠 = −𝛽2/2. In particular it
belongs to the 𝐿2-Sobolev space𝐻𝑠(ℝ𝑑) for 𝑠 < −𝛽2/2.

Yet another interesting feature of the imaginary chaos is that when
suitably renormalized it becomes white noise as 𝛽 → √𝑑.

Theorem4.3 ([III,Theorem 3.20]). As𝛽 → √𝑑, we have√ 𝑑−𝛽
2

|𝑆𝑑−1 |𝜇𝑖𝛽 →

𝑒
𝛽2
2 𝑔(𝑥,𝑥)𝑊 in law, where𝑊 is the standard complex white noise on 𝑈

and 𝑔 is the one appearing in Definition 2.2.

The purely imaginary measure emerges in the scaling limit of var-
ious models in mathematical physics. One of the models we discuss
in [III] is the so called xor-Ising model. This model consists of two
independent copies of the Ising model with spins multiplied together.
We show that the scaling limit of the spin field of the critical xor-Ising
model converges in law to the real part of purely imaginary chaos 𝜇𝑖𝛽
constructed from the gff on the domain with parameter 𝛽 = 1/√2.
Figure 4.2 corresponds to this situation.
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𝛾
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−√𝑑
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Figure 4.3.The phase diagram of [22].

4.3 Other types of complex chaos

Let us also briefly mention that choosing 𝛽 to be complex is just one
way to obtain complex versions of gmc. In [22] the authors study a
version where the field is of the form 𝛾𝑋(𝑥) + 𝑖𝛽𝑌(𝑥), where 𝑋 and
𝑌 are independent log-correlated Gaussian fields, and 𝛾 and 𝛽 are two
real parameters. In this situation they obtain a phase diagram as in Fig-
ure 4.3. They call the green part phase I, the red part phase II, and the
blue part phase III.

Phase I corresponds to the subcritical regime as in Figure 4.1, and
here one builds the chaos using the standard way of approximation

𝑒𝛾𝑋𝜀(𝑥)+𝑖𝛽𝑌𝜀(𝑥)−
𝛾2
2 𝔼𝑋𝜀(𝑥)

2+ 𝛽
2
2 𝔼𝑌𝜀(𝑥)

2
,

which is normalized in such a way that the mean is 1. The same holds
at the boundary between phase I and phase II (excluding the critical
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points 𝛾 = ±√2𝑑, 𝛽 = 0 and the triple points 𝛾 = 𝛽 = ±√𝑑/2), but at
other locations one has to introduce additional normalization factors.
The limits outside of phase I or the boundary between phases I and II
(excluding critical and triple points) are complex white noise measures
with control measures based on real multiplicative chaos, see [22] for
details.

Yet another version of complex chaos appears in [33]. This is some-
thing one could call analytic orHardy chaos, since it can be seen as the
boundary values of a random analytic function. In [33] this analytic
function arises from random statistics of the Riemann 𝜁-function on
the critical line.

4.4 Critical chaos

As mentioned in the previous section, the so called critical chaos cor-
responds to the situation 𝛽 = √2𝑑 (we are back to the usual normal-
ization with 𝛽 denoting the real parameter). There are two approaches
to obtaining a non-trivial measure 𝜇𝛽 in this case: The first one is the
so called derivative martingale approach, where one looks at

𝐷𝜀(𝑥) ≔ −
𝜕
𝜕𝛽
[𝑒𝛽𝑋𝜀(𝑥)−

𝛽2
2 𝔼𝑋𝜀(𝑥)

2
]
𝛽=√2𝑑

= (√2𝑑𝔼𝑋𝜀(𝑥)2 − 𝑋𝜀(𝑥))𝑒
√2𝑑𝑋𝜀(𝑥)−𝑑𝔼𝑋𝜀(𝑥)2 .

The second approach is to use the Seneta–Heyde normalization

𝑀𝜀(𝑥) ≔ √
𝜋
2
√𝔼𝑋𝜀(𝑥)2𝑒

√2𝑑𝑋𝜀(𝑥)−𝑑𝔼𝑋𝜀(𝑥)2 ,

where we have introduced an additional renormalizing factor which
grows like the square root of the variance of the approximation.

The convergence of 𝐷𝜀(𝑥) 𝑑𝑥 to a non-trivial non-atomic measure
𝜇√2𝑑 was proven in [10] for the natural martingale approximation of
⋆-scale invariant fields, while in the subsequent paper [11] the same
authors showed that𝑀𝜀 converges to the same measure. Further prop-
erties such as the exact asymptotics for the tail of the distribution of
the total mass were proven in [4].
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In [I] we show the convergence of the Seneta–Heyde normalization
for a large class of approximation schemes, provided that we a priori
know the convergence for some approximation to which we can com-
pare. The main tool in this is the following theorem.

Theorem 4.4 ([I, Theorem 1.1]). Let (𝑋𝑛)∞𝑛=1 and (𝑋𝑛)∞𝑛=1 be two se-
quences of Hölder-regular Gaussian fields on a compact doubling met-
ric space (𝑇, 𝑑), with covariance functions 𝐶𝑛(𝑥, 𝑦) and 𝐶𝑛(𝑥, 𝑦), re-
spectively. Let 𝜌𝑛 be a sequence of non-negative Radon reference mea-
sures on 𝑇. Define the sequence of measures

𝑑𝜇𝑛(𝑥) ≔ 𝑒𝑋𝑛(𝑥)−
1
2𝔼𝑋𝑛(𝑥)

2
𝑑𝜌𝑛(𝑥)

and similarly define 𝜇𝑛 by using the fields𝑋𝑛 instead. Assume that 𝜇𝑛
converges in law to an almost surely non-atomic random measure 𝜇.
Suppose that the covariances 𝐶𝑛 and 𝐶𝑛 satisfy the following two con-
ditions: There exists a finite constant 𝐾 > 0 such that

sup
𝑥,𝑦∈𝑇
|𝐶𝑛(𝑥, 𝑦) − 𝐶𝑛(𝑥, 𝑦)| ≤ 𝐾 for all 𝑛 ≥ 1 ,

and

lim
𝑛→∞

sup
𝑑(𝑥,𝑦)>𝛿
|𝐶𝑛(𝑥, 𝑦) − 𝐶𝑛(𝑥, 𝑦)| = 0 for all 𝛿 > 0 .

Then also the measures 𝜇𝑛 converge in distribution to the same mea-
sure 𝜇.

The role of the measures 𝜌𝑛 in Theorem 4.4 is to allow for arbitrary
deterministic normalizations, and in the case of Seneta-Heyde normal-
ization one can simply choose

𝑑𝜌𝑛(𝑥) = √
𝜋
2
√𝔼𝑋𝜀𝑛 (𝑥)

2 𝑑𝑥 ,

where (𝜀𝑛)∞𝑛=1 is some sequence tending to 0 from above.
There are still a number of situations where uniqueness results are

not known, especially in the complex or non-Gaussian setting. For the
real critical chaos of ⋆-scale invariant fields, the recent article by Ellen
Powell [29] extends the uniqueness to the derivative normalization set-
ting in the case of convolution approximations.



𝟝

N O N - G AU S S IA N C HAO S

5.1 History and applications

This final chapter concerns multiplicative chaos in a non-Gaussian set-
ting. For multiplicative cascades the non-Gaussian situation was stud-
ied already by Kahane and Peyrière in [20], but for log-correlated non-
Gaussian random fields in ℝ𝑑 the theory is much less understood. In
the latter case the research has mainly been focused on infinitely divis-
ible fields [3, 30] and on random multiplicative pulses [5, 6].

Non-Gaussian chaos appears naturally in various applications, since
in many cases the model itself is not log-normal, even if it might in
the scaling limit converge to gmc. For instance, in [III] we show that
the scaling limit of the xor-Ising model is the real part of a purely
imaginary chaos distribution, but the xor-Ising model itself is not log-
normal. Another example is given in [33], where the model comes
from the statistic behaviour of the Riemann 𝜁-function on the criti-
cal line, and in the limit one gets a certain gmc-type object times a
smooth non-log-normal part. Further examples appear in the study of
characteristic polynomials of random matrices [8, 23, 39].

In the above applications the approximations of the gmc are not
log-normal, but the limit itself is still a gmc-distribution (perhaps with
some additional smooth random factor). In [II] we look at a more gen-
eral situation, where the resulting chaos itself might not be limit log-
normal. A basic example is given by constructing chaos once again us-
ing the random Fourier series (1.1) from Chapter 1, but replacing the
Gaussian random variables𝐴𝑘 and 𝐵𝑘 by non-Gaussian ones. This and
another example related to a construction of Petteri Mannersalo, Ilkka
Norros, and Rudolf Riedi [27] are discussed in [II] as applications of a
more general theorem for convergence of non-Gaussian chaos.

23
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5.2 Our approach

In [II] we take a martingale approach to non-Gaussian multiplicative
chaos, a bit like in the original work [19] by Kahane for the gmc. This
way we do not have to care about the field itself, just its approximations.
Our proof of existence of non-trivial chaos in this setting is on the other
hand inspired by Berestycki’s proof in [7].

Our starting point is a sequence (𝑋𝑘)𝑘≥1 of real-valued, continuous,
independent, and centered random fields on (let’s say) the unit cube
𝐼 ≔ [0, 1]𝑑 ⊂ ℝ𝑑 . We assume that this sequence is log-correlated in
the following sense.

Definition 5.1. The sequence (𝑋𝑘)𝑘≥1 has a locally log-correlated struc-
ture if the following conditions hold:

• sup𝑥∈𝐼 𝔼𝑋𝑘(𝑥)
2 → 0 and ∑∞𝑘=1 𝔼𝑋𝑘(0)

2 = ∞.

• There exists a constant 𝛿 > 0 such that for all 𝑛 ≥ 1 and 𝑥, 𝑦 ∈ 𝐼
with |𝑥 − 𝑦| ≤ 𝛿 we have

|
𝑛

∑
𝑘=1
𝔼𝑋𝑘(𝑥)𝑋𝑘(𝑦) −min ( log 1

|𝑥 − 𝑦|
,
𝑛

∑
𝑘=1
𝔼𝑋𝑘(0)2)| ≤ 𝐶

for some constant 𝐶 > 0.

The above definition is motivated by the Gaussian case, where the
second point appears in the definition of the so called standard approx-
imation sequence [III, Definition 2.7]. As in theGaussian case, our goal
is to show that the sequence of distributions

𝜇𝑛(𝑥) ≔
𝑒𝛽∑
𝑛
𝑘=1 𝑋𝑘(𝑥)

𝔼 𝑒𝛽∑
𝑛
𝑘=1 𝑋𝑘(𝑥)

has a non-trivial limit when 𝛽 ∈ (0, √2𝑑). In order to prove this, we
need tomake some additional regularity assumptions on the fields.The
first of these conditions ensures that for single points 𝑥 ∈ 𝐼 the sum
∑𝑛𝑘=1 𝑋𝑘(𝑥) will obey the central limit theorem as 𝑛 → ∞, so that it
starts to appear Gaussian in a quantifiable way.

sup
𝑥∈𝐼

∞

∑
𝑘=1
(𝔼 |𝑋𝑘(𝑥)|3+𝜀)

3
3+𝜀 < ∞ for some 𝜀 > 0 . (5.1)
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The second condition is used in the proof for a large-deviations esti-
mate on the supremum of the field.

𝔼 |
𝑛

∑
𝑘=1
(𝑋𝑘(𝑥)−𝑋𝑘(𝑦))|

𝑟

≤ 𝐶𝑟𝑒𝑟∑
𝑛
𝑘=1 𝔼𝑋𝑘(0)

2
|𝑥−𝑦|𝑟 for 𝑛, 𝑟 ≥ 1 . (5.2)

Finally, the fields𝑋𝑘 should have pointwise exponential moments,

sup
𝑥∈𝐼

sup
𝑘≥1
𝑒𝜆𝑋𝑘(𝑥) < ∞ for all 𝜆 ∈ ℝ . (5.3)

The above conditions hold especially for the random Fourier series
(1.1), when instead of Gaussianity one simply assumes that the vari-
ables 𝐴𝑘 and 𝐵𝑘 are i.i.d. and satisfy 𝔼 𝑒𝜆𝐴1 < ∞ for all 𝜆 ∈ ℝ.

The main result of [II] may now be stated as follows.

Theorem 5.2. Assume that (𝑋𝑘)𝑘≥1 is locally log-correlated as in Defi-
nition 5.1 and satisfies (5.1), (5.2), and (5.3). Then there exists an open
𝑈 ⊂ ℂ with (0, √2𝑑) ⊂ 𝑈 such that for any compact 𝐾 ⊂ 𝑈 there ex-
ists 𝑝 = 𝑝𝐾 > 1 for which the martingale 𝜇𝑛(𝑓) converges in 𝐿𝑝(Ω) to
a limit 𝜇(𝑓; 𝛽) for all 𝛽 ∈ 𝐾 and continuous 𝑓∶ 𝐾 → ℂ.

In [II] we also show that the convergence takes place in a suitable
Sobolev space, and that for a fixed 𝑓 the map 𝛽 ↦ 𝜇(𝑓; 𝛽) is almost
surely analytic with respect to 𝛽. Moreover, the interval (0, √2𝑑) is es-
sentially optimal as in the Gaussian case, in the sense that if 𝛽 > √2𝑑
then the resulting measure is almost surely zero.

5.3 Proving convergence

Let us close this final chapter with a more detailed discussion on the
proof of Theorem 5.2 in [II]. The same proof of course works also for
standard gmc. Like the proof of Berestycki [7], it is based on separately
looking at those points where the field is large and those where it is
small. However, our refined method also works for complex 𝛽 and it
directly yields 𝐿𝑝-integrability. A small disclaimer is in place, though:
The region of convergence in the complex plane is not optimal apart
from what happens on the real axis, and the 𝑝 one could extract from
the proof is not optimal either.



26 non-gaussian chaos

The proof is based on partitioning the points 𝑥 ∈ 𝐼 into classes
based on the last level on which the field is large at 𝑥. Assume for
simplicity that 𝔼𝑋𝑘(𝑥)2 = 1 for all 𝑘 ≥ 1 and 𝑥 ∈ 𝐼, and define
𝑌𝑛(𝑥) = ∑

𝑛
𝑘=1 𝑋𝑘(𝑥). We say that the field is large on level 𝑙 at the

point 𝑥, if 𝑌𝑙(𝑥) ≥ 𝛼𝔼𝑌𝑙(𝑥)2 , where 𝛼 > 𝛽 is some fixed constant that
is chosen during the proof. Thus if 𝑛 is some large natural number, we
say that a point 𝑥 ∈ 𝐼 belongs to the level 𝑙 ≤ 𝑛, if 𝑌𝑙(𝑥) ≥ 𝛼𝔼𝑌𝑙(𝑥)2
and 𝑌𝑘(𝑥) < 𝛼𝔼𝑌𝑘(𝑥)2 for 𝑙 + 1 ≤ 𝑘 ≤ 𝑛.

The event𝑌𝑙(𝑥) ≥ 𝛼𝔼𝑌𝑙(𝑥)2 should be comparedwithTheorem3.5.
Since 𝛼 > 𝛽, the points for which this happens infinitely often do
not contribute to the limit. This is because the probability of the event
happening is very small for large 𝑙. On the other hand, assuming that
𝑌𝑘(𝑥) < 𝛼𝔼𝑌𝑘(𝑥)2 for large enough 𝑘 is enough to remove the extreme
behaviour that makes the 𝐿2-norm of 𝜇𝑛(𝑥) blow up, thus opening the
door to 𝐿2-arguments.

Assume that we wish to show that sup𝑛≥1 𝔼 |𝜇𝑛(𝐼)|
𝑝 < ∞. Roughly

speaking, the idea is to handle the contribution of the points belonging
to a fixed level 𝑙 by dividing 𝐼 into dyadic intervals of length 2−𝑙 . On
such an interval 𝐽 the field 𝑌𝑙(𝑥) will not vary too much, and indeed it
turns out that for small enough 𝑝 > 1 we have

𝔼 sup
𝑥∈𝐽
|𝜇𝑙(𝑥)|𝑝𝟙{𝑌𝑙(𝑥)≥𝛼𝔼𝑌𝑙(𝑥)2} ≲ 𝑒

−𝜀𝑙 (5.4)

for some 𝜀 > 0. The right hand side is summable, so we would be done
if we could somehow bound the contribution coming from the𝑌𝑛(𝑥)−
𝑌𝑙(𝑥) part of the field. This can be done by computing the conditional
second moment of

∫
𝐽
𝜇𝑛(𝑥)𝟙{𝑌𝑙(𝑥)≥𝛼𝔼𝑌𝑙(𝑥)2}𝟙{𝑌𝑘(𝑥)<𝛼𝔼𝑌𝑘(𝑥)2 for all 𝑙+1≤𝑘≤𝑛} 𝑑𝑥

with respect to the 𝜎-algebra F𝑙 generated by 𝑋1 ,… ,𝑋𝑙 and showing
that it is bounded from above by

2−2𝑙𝑑 sup
𝑥∈𝐽
|𝜇𝑙(𝑥)|2 . (5.5)
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5.4 Open questions

Many basic questions are open for our model of non-Gaussian chaos.
For example, we do not know whether for complex 𝛽 the subcritical
phase is again the one illustrated in Figure 4.1, as it is in the Gaussian
case. Interesting would also be to prove the convergence at criticality
(using for example the Seneta–Heyde normalization).

Another topic related to convergence is universality. As discussed
earlier in this introduction, there exist various results in the Gaussian
case showing that one obtains the same chaos when using different
approximations of the log-correlated field. Similar results in the non-
Gaussian case are missing – ideally we would like to have robust theo-
rems that do not require the martingale structure to show convergence
and that also establish the uniqueness of the resulting chaos in some
sense.

Finally, it would be interesting to look at the finer properties of non-
Gaussian chaos distributions. Such properties include the optimal 𝐿𝑝-
integrability, Sobolev regularity, and asymptotics for the tail probabili-
ties of the total mass of the chaos, as well as the multifractal spectrum
of the chaos measure on the real line.
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Abstract

We consider Gaussian multiplicative chaos measures defined in a general setting of
metric measure spaces. Uniqueness results are obtained, verifying that different
sequences of approximating Gaussian fields lead to the same chaos measure. Special-
ized to Euclidean spaces, our setup covers both the subcritical chaos and the critical
chaos, actually extending to all non-atomic Gaussian chaos measures.
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1 Introduction

The theory of multiplicative chaos was created by Kahane [20, 21] in the 1980’s in
order to obtain a continuous counterpart of the multiplicative cascades, which were
proposed by Mandelbrot in early 1970’s as a model for turbulence. During the last
10 years there has been a new wave of interest on multiplicative chaos, due to e.g.
its important connections to Stochastic Loewner Evolution [3, 29, 15], quantum field
theories and quantum gravity [18, 13, 14, 24, 6, 23], models in finance and turbulence
[25, Section 5], and the statistical behaviour of the Riemann zeta function over the
critical line [16, 27].

In Kahane’s original theory one considers a sequence of a.s. continuous and centered
Gaussian fields Xn that can be thought of as approximations of a (possibly distribution
valued) Gaussian field X. The fields are defined on some metric measure space (T , λ)
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Uniqueness of critical Gaussian chaos

and the increments Xn+1 −Xn are assumed to be independent. One may then define the
random measures µn on T by setting

µn(dx) := exp(Xn(x)− 1

2
EXn(x)2)λ(dx).

In this situation basic martingale theory verifies that almost surely there exists a (random)
limit measure µ = limn→∞ µn, where the convergence is understood in the weak∗-
sense. The measure µ is called the multiplicative chaos defined by X (or rather by
the sequence (Xn)), and Kahane shows that the limit does not depend on the choice
of the approximating sequence (Xn), assuming that the covariances of the increments
Xn+1 −Xn are non-negative. However, the limit may well reduce to the zero measure
almost surely.

We next recall some of the most important cases of multiplicative chaos in the basic
setting where T is a subset of a Euclidean space, say T = [0, 1]d, and λ is the Lebesgue
measure. Especially we assume that the limit field X is log-correlated, i.e. it has the
covariance

CX(x, y) = 2dβ2 log |x− y|+G(x, y), x, y ∈ T , (1.1)

where G is a continuous and bounded function. As an important example in dimension 2,
the Gaussian free field has locally such a covariance structure.

Assuming that the Xn are nice approximations of the field X as explained above,

Kahane’s theory yields that in case β ∈ (0, 1) the convergence µn
w∗→ µβ takes place

almost surely and the obtained chaos µβ is non-trivial. It is an example of subcritical
Gaussian chaos, and, as we shall soon recall in more detail, in this normalisation β = 1

appears as a critical value.
In order to give a more concrete view of the chaos we take a closer look at a

particularly important example of approximating Gaussian fields in the case where d = 1

and µ is the so-called exactly scale invariant chaos due to Bacry and Muzy [4], [25,
p. 331]. Consider the hyperbolic white noise W in the upper half plane R2

+ so that
EW (A1)W (A2) = mhyp(A1 ∩A2) for Borel subsets A1, A2 ∈ R2

+ with compact closure in
R2

+. Above dmhyp = y−2dx dy denotes the hyperbolic measure in the upper half plane.
For every t > 0 consider the set

At(x) := {(x′, y′) ∈ R2
+ : y′ ≥ max(e−t, 2|x′ − x|) and |x′ − x| ≤ 1/2} (1.2)

and define the field Xt on [0, 1] by setting

Xt(x) :=
√

2dW (At(x)).

Note that the sets At(x) are horizontal translations of the set At(0). One then defines
the subcritical exactly scale invariant chaos by setting

dµβ(x)
a.s
:= lim

t→∞
exp

(
βXt(x)− β2

2
E (Xt(x))2

)
dx for β < 1. (1.3)

If β = 1, the above limit equals the zero measure almost surely. To construct the
exactly scaling chaos measure at criticality β = 1, one has to perform a non-trivial
normalization as follows:

dµ1(x) := lim
t→∞

√
t exp

(
Xt(x)− 1

2
E (Xt(x))2

)
dx, (1.4)

where the limit now exists in probability.
The need of a nontrivial normalisation at the critical parameter value in (1.4) has

been observed in many analogous situations before, e.g. [8, 33]. A convergence result

EJP 22 (2017), paper 11.
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analogous to (1.4) was proven by Aidekon and Shi in the important work [2] in the
case of Mandelbrot chaos measures that can be thought of as a discrete analogue of
continuous chaos. Independently C. Webb [31] obtained the corresponding result (with
convergence in distribution) for the Gaussian cascades ([2] and [31] considered the total
mass, but the convergence of the measures can then be verified without too much work).
Finally, Duplantier, Rhodes, Sheffield and Vargas [10, 12] established (1.4) for a class
of continuous Gaussian chaos measures including the exactly scaling one. We refer to
[25, 11] for a much more thorough discussion of chaos measures and their applications,
as well as for further references on the topic.

An important issue is to understand when the obtained chaos measure is independent
of the choice of the approximating fields Xn. As mentioned before, Kahane’s seminal
work contained some results in this direction. Robert and Vargas [26] addressed the
uniqueness question in the case of subcritical log-correlated fields (1.1) for convolution
approximations Xn = φεn ∗X. Duplantier’s and Sheffield’s paper [14] gives uniqueness
results for particular approximations of the 2-dimensional GFF. More general results
developing the method of [26] are contained in the review [25] due to Rhodes and Vargas,
whose conditions are very similar to ours. In [9, 19]1 the method is also applied for a class
of convolution approximations of the critical chaos. Another approach is contained in
the paper of Shamov [28]. The techniques of the latter paper are based on an interesting
new characterisation of chaos measures, which produces strong results but is applicable
only in the subcritical range. Finally, in the paper [5] Berestycki provides an elegant and
simple treatment of convolution approximations, again in the subcritical regime.

In the present paper we develop a new approach to the uniqueness question, which
gives a simple proof of uniqueness in the subcritical regime, but more importantly it
also applies to the case of critical chaos. Our idea uses a specifically tailored auxiliary
field added to the original field in order to obtain comparability directly from Kahane’s
convexity inequality, and the choice is made so that in the limit the effect of the auxiliary
field vanishes. The approach is outlined before the actual proof in the beginning of
Section 3. One obtains a unified result that applies in general to chaos measures obtained
via an arbitrary normalization, the only requirement is that the chaos measure is non-
atomic almost surely. Therefore, our results apply also to a class of chaos measures that
lie between the critical and supercritical ones, which one expects to be useful in the
study of finer properties of the critical chaos itself.

Our basic result considers the following situation: Let (Xn) and (X̃n) be two se-
quences of Hölder-regular Gaussian fields (see Section 2 for the precise definition)
on a compact doubling metric space (T , d). Assume that for each n ≥ 1 we have a
non-negative Radon reference measure ρn defined on T . Define the measures

dµn(x) := eXn(x)− 1
2E [Xn(x)2] dρn(x)

for all n ≥ 1. The measures µ̃n are defined analogously by using the fields X̃n instead.

Theorem 1.1. Let Cn(x, y) and C̃n(x, y) be the covariance functions of the fields Xn

and X̃n respectively. Assume that the random measures µ̃n converge in distribution
to an almost surely non-atomic random measure µ̃ on T . Moreover, assume that the
covariances Cn and C̃n satisfy the following two conditions: There exists a constant
K > 0 such that

sup
x,y∈T

|Cn(x, y)− C̃n(x, y)| ≤ K <∞ for all n ≥ 1, (1.5)

and
lim
n→∞

sup
d(x,y)>δ

|Cn(x, y)− C̃n(x, y)| = 0 for every δ > 0. (1.6)

1 We would like to thank the anonymous referee for pointing out the latter article.

EJP 22 (2017), paper 11.
Page 3/31

http://www.imstat.org/ejp/



Uniqueness of critical Gaussian chaos

Then the measures µn converge in distribution to the same random measure µ̃.

Remark 1.2. For simplicity we have stated the above theorem and will give the proof
in the setting of a compact space T . Similar results are obtained for non-compact T by
standard localization. For example assume that T has an exhaustion T =

⋃∞
n=1Kn with

compacts K1 ⊂ K2 ⊂ · · · ⊂ T , such that every compact K ⊂ T is eventually contained in
some Kn. Then if the assumptions of Theorem 1.1 are valid for the restrictions to each
Kn, the claim also holds for T , where now weak convergence is defined using compactly
supported test functions.

The proof of the above theorem is contained in Section 3, where it is also noted that
one may somewhat loosen the condition (1.5), see Remark 3.6. We refer to Section 2
for precise definitions of convergence in the space of measures and other needed
prerequisities.

Section 4 addresses the interesting question when the convergence in Theorem 1.1
can be lifted to convergence in probability (or in Lp). Theorem 4.4 below provides
practical conditions for checking this when the convergence is known for some other
approximation sequence that has a martingale structure – a condition which is often met
in applications.

In Section 5 we discuss consequences for convolution approximations (see Corollar-
ies 5.2 and 5.4). In addition to general results we consider both circular averages and
convolution approximations of the Gaussian free field in dimension 2 (Corollary 5.8).

Finally, Section 6 illustrates the use of the results of the previous sections. This is
done via taking a closer look at the fundamental critical chaos on the unit circle, obtained
from the GFF defined via the Fourier series

X(x) = 2
√

log 2A0 +
√

2
∞∑
k=1

k−1/2
(
Ak sin(2πkx) +Bk cos(2πkx)

)
for x ∈ [0, 1),

where the An, Bn are independent standard Gaussians. In [3] the corresponding sub-
critical Gaussian chaos was constructed using martingale approximates defined via the
periodic hyperbolic white noise. We shall consider four different approximations of X:

1. X1,n is the approximation of X obtained by cutting the periodic hyperbolic white
noise construction of X on the level 1/n.

2. X2,n(x) = 2
√

log 2A0 +
√

2
∑n
k=1 k

−1/2
(
Ak sin(2πkx) +Bk cos(2πkx)

)
for x ∈ [0, 1).

3. X3,n = φ1/n ∗X, where φ is a mollifier function defined on T that satisfies some
weak conditions.

4. X4,n is obtained as the nth partial sum of a vaguelet decomposition of X.

Theorem 1.3. For all j = 1, . . . , 3 the random measures√
log n exp

(
Xj,n(x)− 1

2
E (Xj,n(x))2

)
dx

converge as n → ∞ in probability to the same nontrivial random measure µ1,S1 on T ,
which is the fundamental critical measure on T . The convergence actually takes place
in Lp(Ω) for every 0 < p < 1. The same holds for the vaguelet decomposition X4,n with
the normalization

√
n log 2 instead of

√
log n.

We refer to Section 6 for the precise definitions of the approximations used above.
Theorem 1.3 naturally holds true in the subcritical case if above Xj,n is replaced by
βXj,n with β ∈ (0, 1), and one removes the factor

√
log n. We denote the limit measure

by µβ,S1 .
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2 Notation and basic definitions

A metric space is doubling if there exists a constant M > 0 such that any ball of
radius ε > 0 can be covered with at most M balls of radius ε/2. In this work we shall
always consider a doubling compact metric space (T , d). We denote byM+ the space
of (positive) Radon measures on T . The spaceM of real-valued Radon measures on T
can be given the weak∗-topology by interpreting it as the dual of C(T ). We then give
M+ ⊂M the subspace topology.

The spaceM+ is metrizable (which is not usually the case for the full spaceM), for
example by using the Kantorovich–Rubinstein metric defined by

d(m,m′) := sup

{ˆ
T
f(x) d(m−m′)(x) : f : T → R is 1-Lipschitz

}
.

For a proof see [7, Theorem 8.3.2].
Let P(M+) denote the space of Radon probability measures on M+. One should

note that Borel probability measures and Radon probability measures coincide in this
situation, as well as in the case of P(T ), since we are dealing with Polish spaces. Let
(Ω,F ,P) be a fixed probability space. We call a measurable map µ : Ω→M+ a random
measure on T . For a given random measure µ the push-forward measure µ∗P ∈ P(M+)

is called the distribution of µ and we say that a family of random measures µn converges
in distribution if the measures µn∗P converge weakly in P(M+) (i.e. when evaluated
against bounded continuous functions P(M+)→ R). In order to check the convergence
in distribution, it is enough to verify that

µn(f) :=

ˆ
f(x) dµn(x)

converges in distribution for every f ∈ C(T ), see e.g. [22, Theorem 16.16].
A stronger form of convergence is the following: We say that a sequence of random

measures (µn) converges weakly in Lp to a random measure µ if for all f ∈ C(T ) the
random variable

´
f(x) dµn(x) converges in Lp(Ω) to

´
f(x) dµ(x). This obviously implies

the convergence µn → µ in distribution.
A (pointwise defined) Gaussian field X on T is a random process indexed by T such

that (X(t1), . . . , X(tn)) is a multivariate Gaussian random variable for every t1, . . . , tn ∈ T ,
n ≥ 1. We will assume that all of our Gaussian fields are centered unless otherwise
stated.

Definition 2.1. A (centered) Gaussian field X on a compact metric space T is Hölder-
regular if the map (x, y) 7→

√
E |X(x)−X(y)|2 is α-Hölder continuous on T ×T for some

α > 0.

Lemma 2.2. The realizations of any Hölder-regular Gaussian field on T can be chosen
to be almost surely β-Hölder continuous with some β > 0.

Proof. This is an immediate consequence of Dudley’s theorem (See for instance [1,
Theorem 1.3.5].) and the fact that our space is doubling.

Remark 2.3. By Dudley’s theorem the conclusion of Lemma 2.2 would be valid under
much less restrictive assumptions on the covariance, and most of the results of the
present paper could be reformulated accordingly.

Assume that we are given a sequence of Hölder-regular Gaussian fields (Xn) on T
and also a sequence of measures ρn ∈ M+. Define for all n ≥ 1 a random measure
µn : Ω→M+ by setting

µn(f) :=

ˆ
T
f(x)eXn(x)− 1

2E [Xn(x)2] dρn(x), (2.1)
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for all f ∈ C(T ). In the case where the measures µn converge in distribution to a random
measure µ : Ω→M+, we call µ a Gaussian multiplicative chaos (GMC) associated with
the families Xn and ρn. We call the sequence of measures ρn a normalizing sequence.
In the standard models of subcritical and critical chaos the typical choices are ρn := λ

and ρn := C
√
nλ (or ρn := C

√
log nλ), respectively, where λ stands for the Lebesgue

measure.
Unless otherwise stated, when comparing the limits of two sequences of random

measures (µn) and (µ̃n), we will always use the same normalizing sequence (ρn) to
construct both µn and µ̃n.

Lastly we recall the following fundamental convexity inequality due to Kahane [20].

Lemma 2.4. Assume that X and Y are two Hölder-regular fields such that the co-
variances satisfy CX(s, t) ≥ CY (s, t) for all s, t ∈ T . Then for every concave function
f : [0,∞)→ [0,∞) we have

E

[
f
(ˆ
T
eX(t)− 1

2E [X(t)2] dρ(t)
)]
≤ E

[
f
(ˆ
T
eY (t)− 1

2E [Y (t)2] dρ(t)
)]

for all ρ ∈M+.

3 Convergence and uniqueness: Proof of Theorem 1.1

In this section we prove Theorem 1.1. The simple idea of the proof is as follows: We
construct a sequence of auxiliary fields Yε (see especially Lemma 3.5) that we add on
top of the fields Xn in order to ensure that the covariance of Xn + Yε dominates the
covariance of X̃n pointwise. The fields Yε become fully decorrelated as ε → 0, and
their construction relies on the non-atomicity of the random measure µ̃. After these
preparations one may finish by a rather standard application of Kahane’s convexity
inequality (Lemma 2.4).

The next two lemmata are almost folklore, but we provide proofs for completeness.

Lemma 3.1. Let (µn) be a tight sequence of random measures. Then there exists a
function h : [0,∞)→ [0,∞) that has the following properties:

1. functions h, h2 and h4 are increasing and concave with h(0) = 0 and limx→∞ h(x) =

∞,

2. h satisfies min(1, x)h(y) ≤ h(xy) ≤ max(1, x)h(y), and

3. supn≥1Eh(µn(T ))4 <∞.

Proof. First of all, by the definition of tightness one may easily pick an increasing
g : [0,∞) → [1,∞) with limx→∞ g(x) = ∞ such that supn≥1E [g(µn(T ))] < ∞. Namely,
let 0 = t0 ≤ t1 ≤ t2 ≤ . . . be an increasing sequence of real numbers such that
supn≥1P[µn(T ) ≥ tk] ≤ k−2 for all k ≥ 1 and set g(x) =

∑∞
k=0 χ[tk,∞). One may choose a

concave function h̃ that is majorized by g and satisfies both h̃(0) = 0 and limx→∞ h(x) =

∞. Finally, set h(x) := (h̃(x))1/4. Condition (3) follows, and (2) is then automatically
satisfied by concavity. Since compositions of non-negative concave functions remain
concave we obtain (1) as well.

Lemma 3.2. For n ≥ 1 let Xn and X̃n be Hölder-regular Gaussian fields on T with
covariance functions Cn(x, y) and C̃n(x, y). Define the random measures µn and µ̃n using
the fields Xn and X̃n, respectively. Assume that there exists a constant K > 0 such that

sup
x,y∈T

(C̃n(x, y)− Cn(x, y)) ≤ K <∞
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for all n ≥ 1 and that the family (µ̃n) is tight (in P(M+)). Then also the family (µn) is
tight.

Proof. By the Banach–Alaoglu theorem it is enough to check that

lim
u→∞

sup
n≥1

P[µn(T ) > u] = 0.

Since limu→∞ h(u) =∞, it suffices to verify that supn≥1Eh(µ(T )) <∞, where h is the
concave function given by Lemma 3.1 for the tight sequence µ̃n. Pick an independent
standard Gaussian G. By our assumption the covariance of the field X ′n := Xn +K1/2G

dominates that of the field X̃n, and if the random measure µ′n is defined by using the
field X ′n, we obtain by Kahane’s concavity inequality

E (h(µ′n(T )))2 ≤ E (h(µ̃n(T )))2 ≤ c for any n ≥ 1

for some constant c > 0 not depending on n.
Since µ′n = eK

1/2G−K/2µn the properties (2) and (3) of Lemma 3.1 enable us to
estimate for all n ≥ 1 that

Eh(µn(T )) = E h(e−K
1/2G+K/2µ′n(T )) ≤ E

(
max(1, e−K

1/2G+K/2)h(µ′n(T ))
)

≤
(
E (max(1, e−K

1/2G+K/2))2
)1/2(

E (h(µ̃n(T )))2
)1/2 ≤ c′√c,

for some c′ > 0.

Our proof of Theorem 1.1 is based on the following two lemmas.

Lemma 3.3. Let (Xn) and (X̃n) be two sequences of Hölder-regular Gaussian fields on
T . Assume that there exists a constant K > 0 such that the covariances satisfy

sup
x,y∈T

|C̃n(x, y)− Cn(x, y)| ≤ K <∞

for all n ≥ 1. Assume also that both of the corresponding sequences of random measures
(µn) and (µ̃n) converge in distribution to measures µ and µ̃ respectively, and that µ̃ is
almost surely non-atomic. Then also µ is almost surely non-atomic.

Proof. Let G be an independent centered Gaussian random variable with variance
EG2 = K. Then the covariance of the field Xn+G dominates that of the field X̃n. Define
a field Un(x, y) := Xn(x) + Xn(y) + 2G on the product space T × T . Its covariance is
given by

E [Un(x, y)Un(x′, y′)] = E [Xn(x)Xn(x′)] + E [Xn(y)Xn(y′)] + E [Xn(x)Xn(y′)]

+ E [Xn(y)Xn(x′)] + 4K,

and therefore dominates the covariance of the field Vn(x, y) := X̃n(x) + X̃n(y) given by

E [Vn(x, y)Vn(x′, y′)] = E [X̃n(x)X̃n(x′)] + E [X̃n(y)X̃n(y′)] + E [X̃n(x)X̃n(y′)]

+ E [X̃n(y)X̃n(x′)].

For ε > 0, let

fε(x, y) := max
(

0, 1− |x− y|
ε

)
be a continuous approximation of the characteristic function of the diagonal ∆ := {(x, x) :

x ∈ T } ⊂ T × T . Define a measure ρ′n on T × T by setting

dρ′n(x, y) = fε(x, y)eE [Xn(x)Xn(y)]d(ρn ⊗ ρn)(x, y)
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and let h be as in Lemma 3.1. Then by Kahane’s convexity inequality applied to the fields
Un and Vn w.r.t. the measure ρ′n on the product space T × T we have

Eh((µn ⊗ µn)(fε))

= Eh
(ˆ
T ×T

fε(x, y)eUn(x,y)−2G− 1
2EUn(x,y)2+EXn(x)Xn(y)+2K d(ρn ⊗ ρn)(x, y)

)
≤ E max(1, e2K−2G)Eh

( ˆ
eUn(x,y)− 1

2EUn(x,y)2 dρ′n(x, y)
)

≤ E max(1, e2K−2G)Eh
( ˆ

eVn(x,y)− 1
2EVn(x,y)2 dρ′n(x, y)

)
≤ E max(1, e2K−2G)eKEh((µ̃n ⊗ µ̃n)(fε(x, y))).

Above we applied Lemma 3.1 (2) twice. By letting n→∞ we obtain

Eh((µ⊗ µ)(∆)) ≤ Eh((µ⊗ µ)(fε)) ≤ CEh((µ̃⊗ µ̃)(fε)),

where C = eKE max(1, e2K−2G) is a constant that only depends on K. Letting ε→ 0 lets
us conclude that (µ⊗ µ)(∆) = 0 almost surely, which entails that µ is non-atomic almost
surely.

Remark 3.4. One should note that the above proof is not valid as such if one just
assumes that the dominance of the covariance is valid in one direction only. In a sense
we perform both a convexity and a concavity argument while deriving the required
inequality. We do not know whether this is a limitation of our proof, or whether there
exists an example where one-sided bound is not enough.

Lemma 3.5. Assume that the conditions of Theorem 1.1 hold. Then there exists a
collection Yε (0 < ε < 1) of Hölder-regular Gaussian fields on T such that for a fixed
0 < ε < 1 the covariance of the field Xn + Yε is pointwise larger than the covariance
of the field X̃n for all large enough n. Moreover, there exists a constant C = C(K)

depending only on the constant K appearing in (1.5) such that

E

∣∣∣∣ˆ
T
eYε(x)− 1

2E [Yε(x)2] dλ(x)− λ(T )

∣∣∣∣2 ≤
3ε2λ(T )2 + C(λ⊗ λ)({(x, y) ∈ T : |x− y| < 2ε})

for any λ ∈M+ and ε ∈ (0, 1).

Proof. Fix a sequence of independent standard Gaussian random variables Ai, i ≥ 1,
such that they are also independent of the fields Xn. Let ε > 0 and choose a maximal
set of points a1, . . . , an in T such that |ai − aj | ≥ ε/2 for all 1 ≤ i < j ≤ n. Let Bi be
the ball B(ai, ε). Then the balls Bi cover T and we may form a Lipschitz partition of
unity p1, . . . , pn with respect to these balls. That is, p1, . . . , pn are non-negative Lipschitz
continuous functions such that pi(x) = 0 when x /∈ B(ai, ε) and for all x ∈ T we have∑n
i=1 pi(x) ≡ 1.
Define the field Zε(x) by setting

Zε(x) =
n∑
i=1

Ai
√
pi(x),

whence the covariance of Zε is given by

Cε(x, y) := E [Zε(x)Zε(y)] =
n∑
i=1

√
pi(x)pi(y).

EJP 22 (2017), paper 11.
Page 8/31

http://www.imstat.org/ejp/



Uniqueness of critical Gaussian chaos

By the Cauchy-Schwartz inequality we see that

Cε(x, y) ≤

√√√√ n∑
i=1

pi(x)

√√√√ n∑
i=1

pi(y) = 1

for all x, y ∈ T . Futhermore Cε(x, x) = 1 for all x ∈ T .

We may now define the field Yε(x) = εG+
√
KZε(x) where G is a standard Gaussian

random variable independent of the fields Zε and Xn. The conditions (1.5) and (1.6)
together with compactness yield that for all large enough n the covariance of the field
Xn + Yε is greater than the covariance of the field X̃n at every point (x, y) ∈ T × T .

Now a direct computation gives

E

∣∣∣∣ˆ
T
eYε(x)− 1

2E [Yε(x)2] dλ(x)− λ(T )

∣∣∣∣2 =

ˆ
T

ˆ
T

(
eKCε(x,y)+ε2 − 1

)
dλ(x) dλ(y).

Clearly when |x− y| ≥ 2ε, we have |x− ai|+ |y − ai| ≥ 2ε, so one of x or y lies outside of
Bi for every 1 ≤ i ≤ n, which implies that Cε(x, y) = 0. Therefore we have

ˆ
T

ˆ
T

(eKCε(x,y)+ε2 − 1) dλ(x) dλ(y)

= (eε
2

− 1)(λ⊗ λ)({|x− y| ≥ 2ε}) +

ˆ
{|x−y|<2ε}

(
eε

2+KCε(x,y) − 1
)
d(λ⊗ λ)(x, y)

≤ (eε
2

− 1)(λ⊗ λ)({|x− y| ≥ 2ε}) + (eε
2+K − 1)(λ⊗ λ)({|x− y| < 2ε}),

from which the claim follows, since eε
2 − 1 ≤ 3ε2 for 0 < ε < 1.

Proof of Theorem 1.1. We will first assume that both sequences (µn) and (µ̃n) converge
in distribution and show how to get rid of this condition at the end.

Let Yε be the independent field constructed as in Lemma 3.5. We may assume,
towards notational simplicity, that our probability space has the product form Ω = Ω1×Ω2,
and for (ω1, ω2) ∈ Ω one has Xn((ω1, ω2)) = Xn(ω1) and X̃n((ω1, ω2)) = X̃n(ω1) together
with Yε((ω1, ω2)) = Yε(ω2) for all ε > 0. Let ϕ : [0,∞)→ [0,∞) be a bounded, continuous
and concave function. Then by Kahane’s convexity inequality we have

E

[
ϕ

(ˆ
T

f(x)eXn(x)+Yε(x)− 1
2E [Xn(x)2]− 1

2E [Yε(x)2] dρn(x))

)]
≤

E

[
ϕ

(ˆ
T
f(x)eX̃n−

1
2E [X̃n(x)2] dρn(x)

)]

for all non-negative f ∈ C(T ). Since for all fixed ω2 ∈ Ω2, Yε(ω2)(x) − 1
2E [Yε(x)2] is a

continuous function on T , we see that

EΩ1

[
ϕ

(ˆ
T
f(x)eXn(x)+Yε(x)− 1

2E [Xn(x)2]− 1
2E [Yε(x)2] dρn(x)

)]
→

EΩ1

[
ϕ

(ˆ
T
f(x)eYε(x)− 1

2E [Yε(x)2] dµ(x)

)]
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as n→∞. In particular we have by Fatou’s lemma that

E

[
ϕ

(ˆ
T
f(x)eYε(x)− 1

2E [Yε(x)2] dµ(x)

)]
(3.1)

=EΩ2 lim
n→∞

EΩ1

[
ϕ

(ˆ
T
f(x)eXn(x)+Yε(x)− 1

2E [Xn(x)2]− 1
2E [Yε(x)2] dρn(x)

)]
≤ lim inf

n→∞
E

[
ϕ

(ˆ
T
f(x)eX̃n−

1
2E [X̃n(x)2] dρn(x)

)]
= E

[
ϕ

(ˆ
T
f(x) dµ̃(x)

)]
.

Accoding to Lemma 3.5, for almost every ω1 ∈ Ω1 we know that

gε :=

ˆ
T
f(x)eYε(x)− 1

2E [Yε(x)2] dµ(x) −→
ε→0

g :=

ˆ
T
f(x) dµ(x) (3.2)

in L2(Ω2). We next note that for a suitable fixed sequence εk → 0 this convergence also
happens for almost every ω2 ∈ Ω2. By Lemma 3.5 we have the estimate

‖gε − g‖2L2(Ω2) ≤3ε2‖f‖2C(T )µ(T )2 + C‖f‖2C(T )(µ⊗ µ)({|x− y| < 2ε}) =: ξε,

Choose the sequence εk so that

P[ξεk > 4−k] ≤ 1

k2
,

which is possible because (µ ⊗ µ)({(x, x) : x ∈ T }) = 0 almost surely. By the Borel–
Cantelli lemma there exists a random index k0(ω1) ≥ 1 such that with probability 1 we
have

‖gεk − g‖2L2(Ω2) ≤ 4−k

for all k ≥ k0(ω1). Now a standard argument verifies the almost sure convergence in
(3.2).

The almost sure convergence finally lets us to conclude for all non-negative f ∈ C(T )

and non-negative, bounded, continuous and concave ϕ that

E

[
ϕ

(ˆ
T
f(x) dµ(x)

)]
≤ E

[
ϕ

(ˆ
T
f(x) dµ̃(x)

)]
.

Similar inequality also holds with the measures µ and µ̃ switched, so we actually have

E

[
ϕ

(ˆ
T
f(x) dµ(x)

)]
= E

[
ϕ

(ˆ
T
f(x) dµ̃(x)

)]
.

It is well known that this implies µ ∼ µ̃.
Let us now finally observe that one can drop the assumption that both families

of measures converge. By Lemma 3.2 and Prokhorov’s theorem we know that every
subsequence µnk has a further subsequence that converges in distribution to a random
measure. Lemma 3.3 ensures that the limit measure of any converging sequence has
almost surely no atoms, and hence by the previous part of the proof this limit must equal
µ̃. This implies that the original sequence must converge to µ̃ as well.

Remark 3.6. Our proof of Theorem 1.1 may be modified in a way that allows the
conditions (1.5) and (1.6) to be somewhat relaxed. E.g. in the case of subcritical
logarithmically correlated fields it is basically enough to have for ε > 0 the inequality

|Cn(s, t)− C̃n(s, t)| ≤ ε(1 + log+ 1

|s− t|
)

for n ≥ n(ε). Analogous results exist also for the critical chaos, but in this case the
specific conditions are heavily influenced by the approximation sequence Xn one uses.
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4 Convergence in probability

In the previous section convergence was established in distribution, which often suffices,
and the main focus was on the uniqueness of the limit. In the present section we estab-
lish the convergence also in probability, assuming that this is true for the comparison
sequence µ̃n, which is constructed using approximating sequence (X̃n) that has indepen-
dent increments. Convergence in probability in the subcritical case was also discussed
in [28], and our Theorem 4.4 below can be seen as an alternative way to approach the
question.

Here is an outline of our method: We assume that the sequence µn is defined using
linear approximations RnX of the field X (see Definition 4.3), and invoke Lemma 4.1
to prove the convergence in probability by showing that if g is any (random) function
that depends only on X1, . . . , Xk for some fixed k ≥ 1, then we have the convergence in
distribution g dµn → g dµ̃. To establish the latter convergence, we split the measure µn
as

dµn = eEk,neXk−
1
2E [X2

k]eRn(X−Xk)− 1
2E [(Rn(Xn−Xk))2] dρn,

where Ek,n is a σ(X1, . . . , Xk)-measurable error resulting from the approximation that
goes to 0 as n→∞. By applying Lemma 4.2 we then conclude that g dµn converges to
geXk−

1
2E [X2

k] dνk in distribution, where νk is a random measure independent ofX1, . . . , Xk.
Finally, by using the convergence in probability of µ̃n we can write µ̃ = eXk−

1
2E [X2

k] dηk
for a random measure ηk, also independent of X1, . . . , Xk, and Lemma 4.2 tells us that
νk and ηk have the same distribution. This lets us conclude that geXk−

1
2E [X2

k] dνk ∼ g dµ̃.
Enough speculation, it is time to work.

Lemma 4.1. Let F1 ⊂ F2 ⊂ . . . be an increasing sequence of sigma-algebras and denote
F∞ := σ(

⋃∞
j=1 Fk) ⊂ F . Assume that the real random variables X,X1, X2, . . . satisfy: X

and Xk are F∞-measurable, and for any Fj measurable set E (with arbitrary j ≥ 1) it
holds that

χEXk
d−→ χEX as k →∞. (4.1)

Then Xk
P−→ X as k →∞.

Proof. We first verify that (4.1) remains true also if the set E is just F∞-measurable.
For that end define hj := E (χE |Fj) and construct an F∞-measurable approximation
Ej := h−1

j ((1/2, 1]). The martingale convergence theorem yields that P(Ej∆E) → 0 as
j → ∞. Since the claim holds for each Ej , it also follows for the set E by a standard
approximation argument.

Let us then establish the stated convergence in probability. Fix ε > 0 and pick M > 0

large enough so that P(|X| > M/2) ≤ ε/2, and such that P(|X| = M) = 0. Then for
some k0 we have that P(|Xk| ≥ M) ≤ ε if k ≥ k0. Divide the interval (−M,M ] into non
overlapping half open intervals I1, . . . , I` of length less than ε/2 and denote Ej := X−1(Ij)

for j = 1, . . . , `. In the construction we may assume that 0 is the center point of one of
these intervals and P(X = a) = 0 if a is an endpoint of any of the intervals. We fix j and

apply condition (4.1) to deduce that χEjXk
d−→ χEjX as k →∞. Assume first that 0 6∈ Ij .

Then the Portmonteau theorem yields that limk→∞P(χEjXk ∈ Ij) = P(χEjX ∈ Ij), or in
other words

P({X ∈ Ij} ∩ {Xk ∈ Ij})→ P(X ∈ Ij) as k →∞.

In particular, for large enough k we have that

P
(
Ej ∩ (|X −Xk| > ε)

)
≤ ε

2`
(4.2)

If 0 ∈ Ij we obtain in a similar vein that limk→∞P(χEjXk ∈ (Ij)
c) = P(χEjX ∈ (Ij)

c) = 0,
or in other words P({X ∈ Ij} ∩ {Xk ∈ Icj })→ 0, so that we again get that P

(
Ej ∩ (|X −
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Xk| > ε
)
≤ ε

2` for large enough k. By summing the obtained inequalities for j = 1, . . . , `

and observing that P(
⋃`
k=1Ek) > 1− ε/2 we deduce for large enough k the inequality

P(|X −Xk| > ε) < ε, as desired.

Lemma 4.2. Let X be a Hölder-regular Gaussian field on T that is independent of the
random measures µ and ν on T .

(i) If eXµ ∼ eXν, then also µ ∼ ν.

(ii) If (µn) is a sequence of random measures such that the sequence (eXµn) converges
in distribution, then also the sequence (µn) converges in distribution.

Proof. We will first show that if X is of the simple form Nf with N a standard Gaussian
random variable and f ∈ C(T ), then the claim holds. To this end let us fix g ∈ C(T ) and
consider the function ϕ : R→ C defined by

ϕ(x) = E [exp
(
i

ˆ
eNfe−xfg dµ

)
] = E [exp

(
i

ˆ
eNfe−xfg dν

)
].

Because N is independent of µ and ν, we may write

ϕ(x) =

ˆ ∞
−∞

E [exp(i

ˆ
e(y−x)fg dµ)]

1√
2π
e−

y2

2 dy.

By denoting u(t) = E [exp(i
´
e−tfg dµ)], v(t) = E [exp(i

´
e−tfg dν)] and h(x) = 1√

2π
e−

x2

2 ,

we see that ϕ(x) = (u ∗ h)(x) = (v ∗ h)(x). Because the Fourier transform of h is also
Gaussian we deduce by taking convolutions that the Fourier transforms û and v̂ coincide
as Schwartz distributions. Since u and v are continuous, this implies that u(x) = v(x) for
all x. In particular setting x = 0 gives us

E [exp(i

ˆ
g dµ)] = E [exp(i

ˆ
g dν)],

for all g ∈ C(T ), whence the measures µ and ν have the same distribution.
To deduce the general case, note that we have the Karhunen–Loève decomposition

X =
∞∑
k=1

Nkfk

where Nk are standard Gaussian random variables and fk ∈ C(T ) for all k ∈ N. Moreover
the above series converges almost surely uniformly. (See for example [1, Theorem
3.1.2.].) By the first part of the proof we know that e

∑∞
k=nNkfk µ and e

∑∞
k=nNkfk ν have

the same distribution for all n ∈ N. By the dominated convergence theorem we have

E [exp(i

ˆ
g dµ)] = lim

n→∞
E [exp(i

ˆ
e
∑∞
k=nNkfkg dµ)]

= lim
n→∞

E [exp(i

ˆ
e
∑∞
k=nNkfkg dν)] = E [exp(i

ˆ
g dν)]

for all g ∈ C(T ), which shows the claim.
The second part of the lemma follows from the first part. Since supt∈T X(t) < ∞

almost surely, one checks that the sequence (µn) inherits the tightness of the sequence
(eXµn). It is therefore enough to show that any two converging subsequences have
the same limit. Indeed, assume that µkj → µ and µnj → ν in distribution. Then by
independence we have eXµkj → eXµ and eXµnj → eXν, but by assumption the limits are
equally distributed and hence also µ and ν have the same distribution.
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A typical example of a linear regularization process described in the following defini-
tion is given by a standard convolution approximation sequence. We denote by Cα(T )

the Banach space of α-Hölder continuous functions on T .

Definition 4.3. Let (Xk) be a sequence of approximating fields on T . We say that a
sequence (Rn) of linear operators Rn :

⋃
α∈(0,1) C

α(T )→ C(T ) is a linear regularization
process for the sequence (Xk) if the following properties are satisfied:

1. We have limn→∞ ‖Rnf − f‖∞ = 0 for all f ∈
⋃
α∈(0,1) C

α(T ).

2. The limit RnX := limk→∞RnXk exists in C(T ) almost surely.

Theorem 4.4. Assume that the increments {Xm+1 −Xm : m ≥ 1} of the approximating
fields Xm are independent and that there is the convergence in probability

dµ̃n := eXn−
1
2E [X2

n] dρn
P−→

n→∞
µ̃. (4.3)

Let Rn be some linear regularization process for the sequence Xk such that

eRnX−
1
2E [(RnX)2] dρn

d−→
n→∞

µ̃.

Then also dµn = eRnX−
1
2E [(RnX)2] dρn converges to µ̃ in probability.

Remark 4.5. As in Remark 1.2 the above theorem extends to the case of a non-compact
T when the assumptions are suitably reinterpreted. In a particular application it is also
enough to assume the condition (1) in Definition 4.3 for one suitable fixed value of α > 0,
if the exponent of the Hölder regularity of the approximating fields is known.

Proof. Define the filtration Fn := σ(X1, . . . , Xn). First of all, since eXn−
1
2E [X2

n] dρn con-
verges to µ̃ in probability as n→∞, we also have

eXn−Xk−
1
2E [(Xn−Xk)2] dρn

P−→
n→∞

e−Xk+ 1
2E [X2

k]µ̃ for every k ≥ 1.

To see this, one uses that E [(Xn −Xk)2] = E [X2
n]− E [X2

k ] and considers almost surely

converging subsequences, if necessary. We denote ηk := e−Xk+ 1
2E [X2

k]µ̃.
Notice that E [(RnX)(RnXk)] = E [(RnXk)2] by the independent increments and the

definition of RnX. We may thus write

dµn = eRnX−
1
2E [(RnX)2] dρn (4.4)

=
[
eRnXk−Xk+ 1

2E [X2
k−(RnXk)2]

]
eXk−

1
2E [X2

k]eRn(X−Xk)− 1
2E [(Rn(X−Xk))2] dρn.

Above on the right hand side the term in brackets is negligible as n→∞. To see this,
we note first that eRnXk−Xk tends almost surely to the constant function 1 uniformly
according to Definition 4.3(1). Moreover, E [X2

k − (RnXk)2] tends to 0 in C(T ), since
the field Xk takes values in a fixed Cγ(T ) for some γ > 0, and by the Banach–Steinhaus
theorem supn≥1 ‖Rn‖Cγ(T )→C(T ) <∞. Namely,

‖E [X2
k − (RnXk)2]‖C(T ) ≤ E ‖(Xk −RnXk)(Xk +RnXk)‖C(T )

≤ E
[
‖Xk −RnXk‖C(T )‖Xk +RnXk‖C(T )

]
. E ‖Xk‖2Cγ(T ),

whence the dominated convergence theorem applies, since ‖Xk‖Cγ(T ) has a super
exponential tail by Fernique’s theorem. All in all, invoking the assumption on the
convergence of µn we deduce that

eXk−
1
2E [X2

k]eRn(X−Xk)− 1
2E [(Rn(X−Xk))2] dρn −→ µ̃ (4.5)
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in distribution as n→∞.
By Lemma 4.2 we thus have the distributional convergence

eRn(X−Xk)− 1
2E [(Rn(X−Xk))2] dρn −→ νk as n→∞,

where the limit νk may be assumed to be independent of Fk. In particular, recalling (4.5)
we deduce that eXk−

1
2E [X2

k]νk has the same distribution as µ̃ = eXk−
1
2E [X2

k]ηk. Lemma 4.2
now verifies that νk ∼ ηk. In order to invoke Lemma 4.1, fix any Fk measurable bounded
random variable g. Then g and Xk are independent of X −Xk, and we therefore have
the distributional convergence

geXk−
1
2E [X2

k]eRn(X−Xk)− 1
2E [(Rn(X−Xk))2] dρn (4.6)

−→
n→∞

geXk−
1
2E [X2

k] dνk ∼ geXk−
1
2E [X2

k] dηk = g dµ̃,

where the second last equality followed by independence. Finally, again by the negli-
gibility of the term eRnXk−Xke−

1
2E [X2

k−(RnXk)2] and using (4.4) we see that (4.6) in fact
entails the convergence of g dµn to g dµ̃ in distribution. At this stage Lemma 4.1 applies
and the desired claim follows.

Remark 4.6. In the previous theorem it was crucial that we already have an approxi-
mating sequence of fields along which the corresponding chaos converges in probability.
In general if one only assumes convergence in distribution in (4.3), one may not auto-
matically expect that it is possible to lift the convergence to that in probability, even
for natural approximating fields. However, for most of the standard constructions of
subcritical chaos this problem does not occur, as we have even almost sure convergence
in (4.3) due to the martingale convergence theorem.

5 Convolution approximations

In this section we provide a couple of useful results for dealing with convolution approxi-
mations, ?-scale invariant fields and circular averages of 2-dimensional Gaussian fields.
We also note that the results can be applied to a 2-dimensional Gaussian free field in a
domain.

The next lemma and its corollaries show that any two convolution approximations
(with some regularity) applied to log-normal chaos stay close to each other in the sense
of Theorem 1.1.

Lemma 5.1. Let ϕ,ψ : Rd → R satisfy
´
ϕ(x) dx =

´
ψ(x) dx = 1 and |ϕ(x)|, |ψ(x)| ≤

C(1 + |x|)−(d+δ) for all x ∈ Rd with some constants C, δ > 0. Then if u ∈ BMO(Rd), we
have

|(ϕε ∗ u)(x)− (ψε ∗ u)(x)| ≤ K

for some constant K > 0 not depending on ε.

Proof. One can use the mean zero property and decay of ϕ− ψ together with a standard
BMO-type estimate [17, Proposition 7.1.5.] to see that for any ε > 0 we have∣∣∣∣ˆ

Rd
(ϕε − ψε)(t)u(x− t) dt

∣∣∣∣
=

∣∣∣∣∣
ˆ
Rd

(ϕ− ψ)(t)
(
u(ε(x− t))−

 
B(0,1)

u(ε(x− s)) ds
)
dt

∣∣∣∣∣
≤
ˆ
Rd

|u(ε(x− t))−
ffl
B(0,1)

u(ε(x− s)) ds|
(1 + |t|)d+δ

dt

≤ Cd,δ‖u(ε(x− ·))‖BMO = Cd,δ‖u‖BMO.
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Corollary 5.2. Let f(x, y) = 2dβ2 log+ 1
|x−y| + g(x, y) be a covariance kernel of a distri-

bution valued field X defined on Rd. Here g is a bounded uniformly continuous function.
Assume that ϕ and ψ are two locally Hölder continuous convolution kernels in Rd that
satisfy the conditions of Lemma 5.1. Let (εn) be a sequence of positive numbers εn
converging to 0. Then the approximating fields Xn := ϕεn ∗X and X̃n := ψεn ∗X satisfy
the conditions (1.5) and (1.6) of Theorem 1.1.

Proof. The function `(x) := 2dβ2 log+ 1
|x| belongs to BMO(Rd) since log |x| ∈ BMO(Rd),

see for example [17, Example 7.1.3]. One computes that the covariance of ϕε ∗X equals
ˆ ˆ

ϕε(x− t)ϕε(y − s)`(t− s) dt ds+

ˆ ˆ
ϕε(x− t)ϕε(y − s)g(t, s) dt ds.

Because g is bounded and uniformly continuous the second term goes to g(x, y) uniformly,
so we may without loss of generality assume that g(x, y) = 0. The first term equals
(ϕε ∗ ϕε(−·) ∗ `)(x − y), so the condition (1.5) follows from Lemma 5.1 applied to the
convolution kernels ϕ ∗ ϕ(−·) and ψ ∗ ψ(−·). Here one easily checks that also ϕ ∗ ϕ(−·)
satisfies the conditions of Lemma 5.1 and that (ϕ ∗ ϕ(−·))ε = ϕε ∗ ϕε(−·). Finally, the
condition (1.6) is immediate.

Remark 5.3. One may easily state localized versions of the above corollary.

Corollary 5.4. Assume that f(x, y) = 2β2 log+ 1
2| sin(π(x−y))| + g(x, y) is the covariance of

a (distribution valued) field X on the unit circle. Here g is a bounded continuous function
that is 1-periodic in both variables x and y and we have identified the unit circle with
R/Z. Assume that ϕ and ψ are two locally Hölder continuous convolution kernels in R
that satisfy the conditions of Lemma 5.1, and let (εn) be a sequence of positive numbers
εn converging to 0. Then the approximating fields Xn := ϕεn ∗ X and X̃n := ψεn ∗ X
satisfy the conditions (1.5) and (1.6) of Theorem 1.1.

Remark 5.5. Above when defining the approximating fields Xn we assume that X stands
for the corresponding periodized field on R and the fields Xn will then automatically be
periodic so that they also define fields on the unit circle.

Proof. One easily checks that `(x) = 2β2 log+ 1
2| sin(πx)| is in BMO(R). The rest of the

proof is analogous to the one of the previous corollary.

The previous result showed that different convolution approximations lead to the
same chaos. In turn, in order to show that a single convolution approximation converges
to the desired chaos, one may often compare the convolution approximation directly
to a martingale approximation field used originally to define the chaos. As an example
of this, we show that the convolutions of ?-scale invariant fields are comparable (in
the sense of Theorem 1.1) with the natural approximating fields arising from the ?-
scale decomposition. This also extends the convergence of the critical chaos in [12] to
convolution approximations.

Lemma 5.6. Let k : [0,∞) → R be a compactly supported and positive definite C1-
function with k(0) = 1. Define the ?-scale invariant field X on Rd, whose covariance is
(formally) given by

EX(x)X(y) =

ˆ ∞
1

k(u|x− y|)
u

du. (5.1)

Moreover, let ϕ be a convolution kernel satisfying the conditions of Corollary 5.2. Then
the approximating fields Xn := ϕe−n ∗X and the fields X̃n whose covariance is given by

E X̃n(x)X̃n(y) =

ˆ en

1

k(u|x− y|)
u

du
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satisfy the conditions (1.5) and (1.6) of Theorem 1.1.

Proof. One may easily check that the covariance in (5.1) is of the form

log+ 1

|x− y|
+ g(x, y),

and therefore by Corollary 5.2 it is enough to show the claim for one mollifier ϕ. In
particular, we may without generality assume that the support of ϕ is contained in
B(0, 1/2) and that ϕ is a symmetric non-negative function. A short calculation shows
that we have

EXn(0)Xn(x) =

ˆ ∞
1

(ϕe−n ∗ ϕe−n ∗ k(u| · |))(|x|)
u

du.

Let ψ = ϕ ∗ϕ. Then the support of ψ is contained in B(0, 1) and ψe−n = ϕe−n ∗ϕe−n . Thus
we get

EXn(0)Xn(x)− E X̃n(0)X̃n(x)

=

ˆ en

1

(ψe−n ∗ k(u| · |))(x)− k(u|x|)
u

du+

ˆ ∞
en

(ψe−n ∗ k(u| · |))(x)

u
du.

Fix R > 0 so that the support of k is contained in [0, R]. Then we have

|(ψe−n ∗ k(u| · |))(x)− k(u|x|)| ≤
ˆ
B(x,e−n)

ψe−n(x− s)|k(u|s|)− k(u|x|)| ds

≤

{
0, if (|x| − e−n)u > R

u‖k′‖∞e−n, otherwise

We also have the bound

|(ψe−n ∗ k(u| · |))(x)| ≤ ‖k‖∞
ˆ
B(0,R/u)

ψe−n(x− s) ds

≤

{
0, if (|x| − e−n)u > R

C‖k‖∞‖ψ‖∞Rd

ud
end, otherwise

for some constant C > 0. Using just the upper bounds of these estimates for all x we get∣∣∣ˆ en

1

|(ψe−n ∗ k(u| · |))(x)− k(u|x|)
u

du
∣∣∣ ≤ ‖k′‖∞

and ∣∣∣ˆ ∞
en

(ψe−n ∗ k(u| · |))(x)

u
du
∣∣∣ ≤ C‖k‖∞‖ψ‖∞Rd/d,

verifying (1.5). Assume then that δ > 0 is fixed and |x| > δ. Then for large enough n we
have that e−n < δ/2 and

∣∣∣ˆ en

1

|(ψe−n ∗ k(u| · |))(x)− k(u|x|)
u

du
∣∣∣ ≤ ˆ 2R

δ

1

‖k′‖∞e−n du→ 0

and ˆ ∞
en

(ψe−n ∗ k(u| · |))(x)

u
du = 0,

showing (1.6).

Finally, we state a result for circle averages of 2-dimensional Gaussian fields.
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Lemma 5.7. Let X be a two dimensional Gaussian field with covariance of the form
EX(x)X(y) = 4β2 log+ 1

|x−y| + g(x, y), where g is continuous and bounded. Let Xε(x) =
1

2π

´ 2π

0
X(x + εeiθ) dθ and let ϕ be a convolution kernel satisfying the conditions of

Corollary 5.2. Then the approximating fields Xn := ϕe−n ∗ X and the fields X̃n :=
1

2π

´ 2π

0
X(x+ e−n+iθ) dθ satisfy the conditions (1.5) and (1.6) of Theorem 1.1.

Proof. We may compute

E X̃n(x)X̃n(y) =
1

4π2

ˆ 2π

0

ˆ 2π

0

(
4β2 log+ 1

|x+ e−n+is − y − e−n+it|
+ g(x+ e−n+is, y + e−n+it)

)
ds dt.

Clearly we can assume that g = 0, since that part of the integral is bounded by a constant
and converges uniformly. Moreover, we may assume that |x− y| ≤ 1

2 , since the integral
converges uniformly to the right value as n→∞ when |x− y| ≥ 1

2 . Thus we may write

E X̃n(x)X̃n(y) =
1

4π2

ˆ 2π

0

ˆ 2π

0

4β2 log
1

|x+ e−n+is − y − e−n+it|

for n large enough so that |x+ e−n+is − y − e−n+it| < 1. Now if |x− y| > 2e−n, then by
invoking the harmonicity of the logarithm and using the mean value principle twice, we
have

E X̃n(x)X̃n(y) = 4β2 log
1

|x− y|
.

On the other hand if |x− y| ≤ 2e−n, then we may write

E X̃n(x)X̃n(y) = n+
1

4π2

ˆ 2π

0

ˆ 2π

0

4β2 log
1

|en(x− y) + eis − eit|
,

where the integrand on the right hand side is bounded from below, and boundedness
from above of the whole integral follows since the inner integral contains at most a
logarithmic singularity, which is integrable. Thus we have shown that

E X̃n(x)X̃n(y) =

{
n+O(1), if |x− y| ≤ 2e−n

4β2 log+ 1
|x−y| + g(x, y) + o(1), if |x− y| > 2e−n.

This is enough to show the claim, since it is easy to check that certain convolution
kernels ϕ yield approximations with similar covariance structure.

We then very briefly note that the above results can be applied to the 2-dimensional
Gaussian free field and its variants. We refer to the paper [12] for the definition of the
massless free field (MFF) and a Gaussian free field (GFF) in a bounded domain.

Corollary 5.8. Let X be the MFF, or a GFF in some planar domain with Dirichlet
boundary conditions. Then the critical chaos defined via convolution approximations
(naturally one needs to localize in the case of GFF) of X exists and is independent of the
convolution kernel used. The same applies to the circle averages.

Proof. The MFF is of the ?-scale invariant form, so our result applies directly. In the
case of a GFF, we may write X as a smooth perturbation of the MFF (see [12]), whence
the claim follows easily.

Remark 5.9. We note that Theorem 4.4 often applies for convolution approximations.
Especially it can be easily localized and it works for the MFF and GFF, including circular
average approximations. The verification of the latter fact is not difficult and we omit it
here.
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Remark 5.10. Convergence of convolution approximations for the critical GFF in the
unit circle have also been proven in [19]. The method used there is ’interpolation’ of
Gaussian fields X1 and X2 by the formula

√
tX1 +

√
1− tX2, used already in [26]. It is

not immediately clear how far beyond convolution approximations this approach can be
extended.

6 An application (Proof of Theorem 1.3)

The main purpose of this chapter is to prove Theorem 1.3 and explain carefully the
approximations mentioned there. For the reader’s convenience we try to be fairly
detailed, although some parts of the material are certainly well-known to the experts.

We start by defining the approximation X2,n of the restriction of the free field on the
unit circle S1 := {(x1, x2) ∈ R2 : x2

1 + x2
2 = 1}. Following [3] recall that the trace of the

Gaussian free field on the unit circle (identified with R/Z) is defined to be the Gaussian
field2

X(x) = 2
√

log 2G+
√

2
∞∑
k=1

(Ak√
k

cos(2πkx) +
Bk√
k

sin(2πkx)
)
, (6.1)

where Ak, Bk and G are independent standard Gaussian random variables. The field
X is distribution valued and its covariance (more exactly, the kernel of the covariance
operator) can be calculated to be

E [X(x)X(y)] = 4 log(2) + 2 log
1

2| sin(π(x− y))|
. (6.2)

A natural approximation of X is then obtained by considering the partial sum of the
Fourier series

X2,n(x) := 2
√

log 2G+
√

2
n∑
k=1

(Ak√
k

cos(2πkx) +
Bk√
k

sin(2πkx)
)
.

Another way to get hold of this covariance is via the periodic upper half-plane white
noise expansion that we define next – recall that the non-periodic hyperbolic white noise
W and the hyperbolic area measure mhyp were already defined in the introduction. We
define the periodic white noise Wper to be

Wper(A) = W (A mod 1),

where A mod 1 = {(x mod 1, y) : (x, y) ∈ A} and we define x mod 1 to be the number
x′ ∈ [− 1

2 ,
1
2 ) such that x− x′ is an integer. Now consider cones of the form

H(x) := {(x′, y′) : |x′ − x| < 1

2
, y >

2

π
tan |π|x′ − x||}.

It was noted in [3] that the field x 7→
√

2Wper(H(x)) has formally the right covariance
(6.2), whence a natural sequence of approximation fields (X1,n) is obtained by cutting
the white noise at the level 1/n. More precisely we define the truncated cones

Ht(x) := H(x) ∩ {(x, y) ∈ R2 : y > e−t} (6.3)

and define the regular field X1,n by the formula

X1,n(x) :=
√

2Wper(Hlogn(x)). (6.4)

2Observe that we have in fact multiplied the standard definition by
√
2 to get the critical field. Also the

innocent constant term 2
√
log 2G is often omitted in the definition.
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The third approximation fields X3,n are defined by using a Hölder continuous function
ϕ ∈ L1(R) that satisfies

´
ϕ = 1 and possesses the decay

|ϕ(x)| ≤ C

(1 + |x|)1+δ

for some C, δ > 0. We then set X3,n := ϕ1/n ∗ Xper, where Xper(x) = X(x + 2πZ) is
the natural lift of X to a map R → R. This form of convolution is fairly general, and
encompasses convolutions against functions ϕ̃ defined on the circle whose support do
not contain the point (−1, 0).

Example 6.1. Let u be the harmonic extension of X in the unit disc and consider the
approximating fields Xn(x) = u(rnx) for x ∈ S1 and for an increasing sequence of radii
rn tending to 1. Then Xn(x) is obtained from X by taking a convolution against the
Poisson kernel ϕεn on the real axis, where ϕ(x) = 2

1+4π2x2 and εn = log 1
rn

. This kind of
approximations might be useful for example in studying fields that have been considered
in [24].

The fourth approximation fields X4,n are defined by using a wavelet ψ : R→ R, that
is obtained from a multiresolutional analysis, see [32, Definition 2.2]. We further assume
that ψ is of bounded variation, so that the distributional derivative ψ′ is a finite measure.
Finally we require the mild decay

|ψ(x)| ≤ C(1 + |x|)−α (6.5)

with some constants C > 0 and α > 2, and the tail conditionˆ ∞
−∞

(1 + |x|)d|ψ′|(x) <∞. (6.6)

Remark 6.2. The conditions (6.5) and (6.6) are fairly general, especially the standard
Haar wavelets satisfy them.

With the above definitions it follows from [32, Proposition 2.21] that the periodized
wavelets

ψj,k(x) := 2j/2
∞∑

l=−∞

ψ(2j(x− l)− k)

together with the constant function 1 form a basis for the space L2([0, 1]).
We next consider vaguelets that can be thought of as half-integrals of wavelets. Our

presentation will be rather succinct – another more detailed account can be found in the
article by Tecu [30]. The vaguelet ν : R→ R is constructed by setting

ν(x) :=
1√
2π

ˆ ∞
−∞

ψ(t)√
|x− t|

dt. (6.7)

An easy computation utilizing the decay of ψ and the fact that
´
ψ = 0 verifies that

ν : R→ R satisfies

|ν(x)| ≤ C

(1 + |x|)1+δ
(6.8)

for some C, δ > 0. We may then define the periodized functions

νj,k(x) :=
∑
l∈Z

ν(2j(x− l)− k) (6.9)

for all j ≥ 0 and 0 ≤ k ≤ 2j−1. It is straightforward to check that the Fourier coefficients
of νj,k satisfy

ν̂j,k(n) =
ψ̂j,k(n)√
|2πn|

when n 6= 0.
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The field X4,n can now be defined by

X4,n(x) := 2
√

log 2G+
√

2π

n∑
j=0

2j−1∑
k=0

Aj,kνj,k(x), (6.10)

where G and Aj,k are independent standard Gaussian random variables. To see that this
indeed has the right covariance one may first notice that

Y =
∞∑
j=0

2j−1∑
k=0

Aj,kψj,k(x)

defines a distribution valued field satisfying E 〈Y, u〉〈Y, v〉 = 〈u, v〉 for all 1-periodic C∞

functions u and v. The field X4,n(x) is essentially the half integral of this field, whose
covariance is given by

E 〈I1/2Y, u〉〈I1/2Y, v〉 = E 〈Y, I1/2u〉〈Y, I1/2v〉 = 〈I1/2u, I1/2v〉 = 〈Iu, v〉,

where the lift semigroup Iβf for functions f on S1 is defined by describing its action
on the Fourier basis: Iβe2πinx = (2π|n|)−βe2πinx for any n 6= 0 and Iβ1 = 0. A short
calculation shows that the operator I has the right integral kernel 1

π log 1
2| sin(π(x−y))| .

Proof of Theorem 1.3. The road map for the proof (as well as for the rest of the section)
is as follows:

1. We first show in Lemma 6.4 below that the chaos measures constructed from the
white noise approximations converge weakly in Lp by comparing it to the exactly
scale invariant field on the unit interval by using Proposition A.2.

2. Next we verify in Lemma 6.5 that the Fourier series approximations give the same
result as the white noise approximations. This is done by a direct comparison of
their covariances to verify the assumptions of Theorem 1.1.

3. Thirdly we deduce in Lemma 6.7 that convolution approximations also yield the
same result by comparing a convolution against a Gaussian kernel to the Fourier
series and again using Theorem 1.1.

4. Fourthly we prove in Lemma 6.8 that a vaguelet approximation yields the same
result by comparing it against the white noise approximation.

5. Finally, in Lemma 6.9 convergence in probability is established for the Fourier
series, convolution and vaguelet approximations by invoking Theorem 4.4.

After the steps (1)–(5) the proof of Theorem 1.3 is complete.

The following lemma gives a quantitative estimate that can be used to compare fields
defined using the hyperbolic white noise on H.

Lemma 6.3. Let U be an open subset of {(x, y) ∈ H : y < 1} such that the set {(x, y) ∈
U : y = s} is an interval for all 0 < s < 1. Let f(s) denote the length of this interval
and assume that f(s) ≤ Cs1+δ for some δ > 0. Then the map (x, s) 7→ W (Us + x)

admits a modification that is almost surely continuous in [a, b]× [0, 1] for any a < b, and
almost surely the maps x 7→ W (Us + x) tend to W (U + x) uniformly when s→ 0. Here
Us = {(x, y) ∈ U : y > s}.
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Proof. Let us first show that

E |W (Us + x)−W (Us + y)|2 ≤ C̃|x− y|
δ

1+δ .

for some C̃ > 0. By translation invariance of the covariance it is enough to consider
E |W (Us + x) − W (Us)|2 and we can clearly assume that 0 < x < 1. Obviously the
1-dimensional Lebesgue measure of the set ((Us + x) ∩ {y = a})∆(Us ∩ {y = a}) equals
2 min(f(a), x). Hence we have

E |W (Us + x)−W (Us)|2 = 2

ˆ 1

s

min(f(y), x)

y2
dy ≤ 2 max(1, C)

ˆ 1

0

min(y1+δ, x)

y2
dy

= 2 max(1, C)
(

(1 + δ−1)x
δ

1+δ − x
)
≤ C̃x

δ
1+δ .

Notice next that

E |W (Us)−W (Ut)|2 =

ˆ t

s

f(u)

u2
du ≤ C

δ
(tδ − sδ).

It follows that the map (x, s) 7→W (Us+x) is Hölder-regular both in x and s, and therefore
also jointly. By Lemma 2.2 the realizations can be chosen to be almost surely continuous
in the rectangle [a, b]× [0, 1] which obviously yields the claim.

The claim concerning the approximating fields X1,n follows from the next lemma by
taking into account the definitions (6.3) and (6.4). In the proof we identify the field on
the unit circle locally as a perturbation of the exactly scaling field on the unit interval.
For the chaos corresponding to the last mentioned field the fundamental result on
convergence was proven in [12], and we use this fact as the basis of the proof of the
following lemma.

Lemma 6.4. Let either β < 1 and ρt be the Lebesgue measure on the circle, or let β = 1

and dρt(x) =
√
t dx. Then the measures

eβ
√

2Wper(Ht(x))−β2E [Wper(Ht(x))2] dρt(x)

defined on the unit circle (which we identify with R/Z) converge weakly in Lp(Ω) to a
non-trivial measure µβ,S1 for 0 < p < 1.

Proof. As our starting point we know that the measures defined by

dµ̃t(x) := eβ
√

2W (At(x))−β2E [W (At(x))2] dρt(x)

on the interval [− 1
2 ,

1
2 ] converge weakly in Lp(Ω) to a non-trivial measure for 0 < p < 1

under the assumptions we have on β and ρt. Here At stands for the cone defined in (1.2)
in the introduction. One should keep in mind that we are using the same hyperbolic
white noise when defining both W and Wper.

Let us split the cones Ht into two sets H+
t and H−t , where

H+
t (x) := Ht(x) ∩ {(x, y) ∈ H : y ≥ 1} and H−t (x) := Ht(x) ∩ {(x, y) ∈ H : y < 1}.

Clearly Wper(Ht(x)) = Wper(H
+
t (x)) + Wper(H

−
t (x)) and by elementary geometry it is

easy to see that if we restrict x to the interval (−δ0, δ0) where δ0 = 1
2 −

arctan(π/2)
π ≈ 0.18,

we have (Wper(H
−
t (x)))x∈(−δ0,δ0) = (W (H−t (x)))x∈(−δ0,δ0). Hence our aim is to first verify

the convergence on the interval (−δ0, δ0).
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Write then

Yt(x) = Wper(Ht(x)),

Y +
t (x) = Wper(H

+
t (x)),

Y −t (x) = W (H−t (x))

and similarly for the limit fields (which clearly exist in the sense of distributions) write

Y (x) = Wper(H(x)),

Y +(x) = Wper(H
+(x)),

Y −(x) = W (H−(x)).

Let Xt(x) := W (At(x)) and X(x) := W (A(x)) and define Zt(x) := Y −t (x)−Xt(x) so that
we may write Y −t (x) = Xt(x) + Zt(x). We next make sure that Zt(x) is a Hölder regular
field, the realizations of which converge almost surely uniformly to the Hölder regular
Gaussian field Z(x) := Y −(x)−X(x).

The field Z(x) decomposes into a sum L(x) +R(x) + T (x), where L(x) = −W (L̃+ x),
R(x) = −W (R̃+ x) and T (x) = −W (T̃ + x) with

R̃ = {(x, y) :
1

π
arctan(

π

2
y) < x ≤ y

2
, y < 1}

L̃ = {(−x, y) : (x, y) ∈ R̃}

T̃ = {(x, y) : −1

2
≤ x ≤ 1

2
, y ≥ 1}.

We define the truncated versions of Lt, Rt and Tt by cutting the respective sets at the
level e−t as usual, so that Zt(x) = Lt(x) +Rt(x) + Tt(x). Clearly Tt(x) = T (x) for t ≥ 0.

Let now f(u) = u
2 −

1
π arctan(π2u). Using the Taylor series of arctan(u) = u− u3

3 + u5

5 −
u7

7 + . . . we have

f(u) =
π2

24
u3 +O(u5),

so f(u) ≤ Cu3 for some constant C > 0. It follows from Lemma 6.3 that Lt(x) and Rt(x)

converge almost surely uniformly to the fields L(x) and R(x), so Zt(x) converges almost
surely uniformly to Z(x) as t→∞.

Note that E [Zt(x)Xt(x)] tends to a finite constant as t→∞, so the assumptions of
Proposition A.2 are satisfied. Therefore the measures

νt =

ˆ
f(x)eβ

√
2Y −t (x)−β2E [Y −t (x)2] dρt(x)

on (−δ, δ) converge weakly in Lp(Ω) for all 0 < p < 1. Because Y + is a regular field, we
may again use Proposition A.2 to conclude that also the measures

µ̃t(f) =

ˆ
f(x)eβ

√
2Yt(x)−β2E [Yt(x)2] dρt(x)

on (−δ, δ) converge in Lp(Ω). By the translation invariance of the field the same holds
for any interval of length 2δ. Let I1, . . . , In be intervals of length 2δ that cover the unit
circle and let p1, . . . , pn ∈ C(S1) be a partition of unity with respect to the cover Ik. The
measure

µt(f) =

ˆ
f(x)eβ

√
2Yt(x)−β2E [Yt(x)2] dρt(x)

on the whole unit circle can be expressed as a sum dµt(x) = p1(x)dµ̃
(1)
t (x) + · · · +

p2(x)dµ̃
(n)
t (x). Because each of the summands converges in Lp(Ω), we see that also the

family of measures µt converges in Lp(Ω).
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Lemma 6.5. Let either β < 1 and dρn(x) = dx for all n ≥ 1 or let β = 1 and dρn(x) =√
log ndx. Then the measures

dµ2,n(x) := eβX2,n(x)− β
2

2 E [X2,n(x)2] dρn(x)

converge in distribution to the random measure µβ,S1 constructed in Lemma 6.4.

Proof. Let fn(x) := E [X2,n(x)X2,n(0)]. It is straightforward to calculate that

fn(x) = 4 log 2 + 2
n∑
k=1

cos(2πkx)

k
.

In particular fn(0) = 4 log 2 + 2Hn, where Hn is the nth Harmonic number, Hn = log n+

γ +O( 1
n ) with γ being the Euler–Mascheroni constant. Let f(x) := 4 log 2 + 2 log 1

2| sin(πx)|
be the limit covariance and define gn(x) := f(x)− fn(x). One can easily compute that
for 0 < x ≤ 1

2 we have

g′n(x) = −
2π cos(2π(n+ 1

2 )x)

sin(πx)
.

In particular the maximums and minimums of the difference gn(x) occur at the points

x
(n)
j = 2j+1

4n+2 , 0 ≤ j ≤ n. Consider the telescoping sum

gn(x
(n)
j ) = (gn(x

(n)
j )− gn(x

(n)
j+1)) + · · ·+ (gn(x

(n)
n−1)− gn(x(n)

n )) + gn(x(n)
n ). (6.11)

Here the terms in parentheses form an alternating series whose terms are decreasing in
absolute value. Moreover, the term gn(x

(n)
0 )− gn(x

(n)
1 ) stays bounded as n→∞ and the

term gn(x
(n)
n ) goes to 0 as n→∞. All this is obvious from writing

gn(x
(n)
j+1)− gn(x

(n)
j ) =

ˆ x
(n)
j+1

x
(n)
j

g′n(t) dt = −2π

ˆ 2j+3
4n+2

2j+1
4n+2

cos(π(2n+ 1)t)

sin(πt)
dt (6.12)

=
−2π

2n+ 1

ˆ 1/2

−1/2

cos(π(y + j + 1))

sin(π y+j+1
2n+1 )

dy

=
(−1)j2π

2n+ 1

ˆ 1/2

−1/2

cos(πy)

sin(π y+j+1
2n+1 )

dy,

gn(x(n)
n ) = −2 log(2)− 2

n∑
k=1

(−1)k

k
.

In particular we deduce that

sup
n≥1

sup
x≥x(n)

0

|gn(x)| <∞. (6.13)

Notice also that for any fixed ε > 0 all the maximums and minimums in the range x > ε

are located at the points x(n)
j with j > 2εn+ ε− 1

2 , and

lim
n→∞

sup
j>εn+ε− 1

2

|gn(x
(n)
j+1)− gn(x

(n)
j )| = 0

by (6.12). From this and (6.11) it follows that the Fourier covariance converges to the
limit covariance uniformly in the set {|x| > ε}, a fact that could also be deduced from
the localized uniform convergence of the Fourier series of smooth functions [34, p. 54,
Theorem 6.8].
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Consider next the white noise covariance ht(x) := 2E [Wper(Ht(x))Wper(Ht(0))]. By
symmetry we may assume all the time that x > 0. After a slightly tedious calculation one
arrives at the formula

ht(x) =


4 log 2 + 2 log 1

2 sin(πx) , if x > 2
π arctan(π2 e

−t)

−2xet + 2t− 2 log(cos(π2x)) + log(π2e−2t + 4)

+
2 arctan(π2 e

−t)
π
2 e
−t − 2 log(π), if x ≤ 2

π arctan
(
π
2 e
−t).

Let us consider the approximation along the sequence tn = log(n). Then htn(0) =

2 log(n) +O(1). Moreover at the point xn = 2
π arctan(π2 e

−tn) = 2
π arctan( π2n ) we have

htn(xn) = 4 log 2 + 2 log
1

2 sin(2 arctan( π2n ))
= 2 log(n) +O(1).

Because the function htn without the bounded term −2 log(cos(π2x)) is linear and decreas-
ing on the interval [0, xn] we know that it is actually 2 log(n)+O(1) on that whole interval.
Similarly it is easy to check that for the Fourier series we have fn(x) = 2 log(n) +O(1)

on the interval [0, xn] because |f ′n(x)| ≤ 4πn and xn = O( 1
n ). Thus |fn(x)− htn(x)| = O(1)

for x ≤ xn. For x ≥ xn it follows from (6.13) that |fn(x)− htn(x)| = |gn(x)| is bounded.
From the above considerations and symmetry it follows that the covariances of the

fields X1,n and X2,n satisfy the assumptions of Theorem 1.1. This finishes the proof.

Remark 6.6. The somewhat delicate considerations in the previous proof are necessary
because of the fairly unwieldy behaviour of the Dirichlet kernel.

Next we verify that any convolution approximation to the field X also has the same
limit.

Lemma 6.7. Let ϕ be a Hölder continuous mollifier satisfying
´∞
−∞ ϕ(x) dx = 1 and

ϕ(x) = O(x−1−δ) for some δ > 0. Then the fields X3,n defined on S1 by using the
periodized field on R:

X3,n(x) := (ϕ1/n ∗Xper)(x)

are Hölder-regular and the measures

dµ3,n := eβX3,n(x)− β
2

2 E [X3,n(x)2] dρn(x),

converge in distribution to µβ,S1 . Here ρn is the Lebesgue measure if β < 1 and
dρn =

√
log ndx if β = 1.

Proof. It is enough to show the assumptions of Theorem 1.1 for one kernel satisfying the
conditions of the lemma because of Corollary 5.4, and because of Lemma 6.5 we can do
our comparison against the covariance obtained from the Fourier series construction.

We will make the convenient choice of ϕ(x) = 1√
2π
e−

x2

2 as our kernel. The covariance of

the field ϕε ∗Xper is given by (ψε ∗ f)(x− y), where ψε(x) = (ϕε ∗ϕε(−·))(x) = 1
2ε
√
π
e−

x2

4ε2

and f(x) = 4 log 2 + 2 log 1
2| sin(πx)| .

Using the identity log 1
2| sin(πx)| =

∑∞
k=1

cos(2πkx)
k , a short computation shows that we

can write the difference of the covariances of X2,n (the Fourier field) and X3,n in the
form (we may take y = 0 as we are in the translation invariant case)

2
n∑
k=1

cos(2πkx)

k
(1− e−4π2 k2

n2 )− 2
∞∑

k=n+1

cos(2πkx)

k
e−4π2 k2

n2 .
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Since 1− e−x ≤ x for x ≥ 0, the first term is bounded by 2
∑n
k=1

4π2k
n2 ≤ 16π2. In turn the

second term is bounded from above by

2

ˆ ∞
n

e−4π2 t2

n2

t
dt = 2

ˆ ∞
1

e−4π2s2

s
ds.

Because both of the covariances converge locally uniformly outside the diagonal, we
again see that the assumptions of Theorem 1.1 are satisfied.

Our next goal is to prove the convergence in distribution for the vaguelet approxi-
mation X4,n. In the lemma below we recall the definition of the field X4,n in (6.10). The
elementary bounds on vaguelets we use are gathered in Appendix B.

Lemma 6.8. Let either β < 1 and dρn(x) = dx for all n ≥ 1 or let β = 1 and dρn(x) =√
n log 2 dx. Then the measures

dµ4,n := eβX4,n(x)− β
2

2 E [X4,n(x)2] dρn(x)

converge in distribution to the random measure µβ,S1 constructed in Lemma 6.4.

Proof. The covariance Cn(x, y) of the field X4,n is given by

Cn(x, y) = 4 log 2 + 2π
n∑
j=0

2j−1∑
k=0

νj,k(x)νj,k(y).

Let ψj,k be the periodized wavelets. Then there exists a constant D > 0 such that
‖ψj,k‖∞ ≤ D2j/2 for all j ≥ 0, 0 ≤ k ≤ 2j − 1. It follows from Lemma B.1 and Lemma B.3
that when |x− y| ≤ 2−n, we have

|Cn(x, x)− Cn(x, y)| ≤2π

n∑
j=0

2j−1∑
k=0

|νj,k(x)||νj,k(x)− νj,k(y)| (6.14)

≤2πC
√
|x− y|

n∑
j=0

2j−1∑
k=0

|νj,k(x)|‖ψj,k‖∞

≤2πACD
√
|x− y|

n∑
j=0

2j/2 ≤ E.

for some constant E > 0. From Lemma B.3 it also follows that for any ε > 0 the
covariances Cn(x, y) converge uniformly in the set Vε = {(x, y) : dist(x, y) ≥ ε}. Obviously
by definition there is a distributional convergence to the right covariance 4 log 2 +

2 log 1
2| sin(π(x−y))| and this must agree with the uniform limit in Vε. Especially, by invoking

again the bound from Lemma B.3 we deduce that

|Cn(x, x+ 2−n)− 4 log 2− 2 log
1

2 sin(π2−n)
| ≤ 2πB. (6.15)

Thus by combining (6.14) and (6.15) the covariance satisfies

|Cn(x, y)− 2n log 2| ≤ F for all (x, y) ∈ {(x, y) : dist(x, y) ≤ 2−n}

for some constant F > 0. From the known behaviour (see e.g. the end of the proof of
Lemma 6.5) of the covariance of the white noise field X1,n it is now easy to see that the
assumptions of Theorem 1.1 are satisfied for the pair (X4,n) and (X1,n).
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Finally we observe that the convergence in lemmas 6.5, 6.7 and 6.8 also takes place
weakly in Lp.

Lemma 6.9. The convergences stated in lemmas 6.5, 6.7 and 6.8 take place in Lp for
0 < p < 1 (especially in probability).

Proof. We only prove the claim in the critical case since the subcritical case is similar.
We will use the fields X1,n as the fields Xn in Theorem 4.4. Then according to Lemma 6.4

we have that eXn−
1
2E [X2

n] dρn converges in probability to a measure µ1,S1 when dρn =√
log ndx.

In the case of the Fourier approximation we can define Rn in Theorem 4.4 to be the
nth partial sum of the Fourier series. That is

Rnf :=
n∑

k=−n

f̂(k)e2πikx.

Recalling Jackson’s theorem on the uniform convergence of Fourier series of Hölder
continuous functions, it is straightforward to check that Rn is a linear regularization
process.

In the case of convolutions we take Rn to be the convolution against 1
εn
ϕ( xεn ), where

(εn)n≥1 is a sequence of positive numbers tending to 0. The sequence (Rn) obviously
satisfies the required conditions.

Finally, we sketch the proof for the vaguelet approximations. This time we employ
the sequence of operators

Rnf(x) :=

ˆ 1

0

f +
n∑
j=0

2j−1∑
k=0

(ˆ 1

0

ψj,k(y)
(
I−1/2f(y)

)
dy

)
νj,k(x).

Because of finiteness of the defining series it is easy to see that (Rn) satisfies the second
condition in Definition 4.3. For the first condition we first fix α ∈ (0, 1/2) and observe
that Rnνj′,k′ = νj′,k′ as soon as n ≥ j′. By the density of vaguelets, in order to verify the
first condition it is enough to check that the remainder term tends uniformly to 0 for any
f ∈ Cα(S1). We begin by noting that d

dx = −iHI−1, where H is the Hilbert transform,
which yields for f ∈ Cα(S1)∣∣∣ˆ 1

0

ψj,k(y)
(
I−1/2f(y)

)∣∣∣ =
∣∣∣ˆ 1

0

d

dy
ψj,k(y)

(
HI+1/2f(y)

)∣∣∣ ≤ C2−αj , x ∈ [0, 1),

since HI+1/2f(x) ∈ Cα+1/2(S1) by the standard mapping properties of Iβ, and the
Hilbert transform is bounded on any of the Cα-spaces. Above, the final estimate was
obtained by computing for any g ∈ Cα+1/2(S1) with periodic continuation G to R that∣∣∣∣ˆ 1

0

d

dx
ψj,0(x)g(x)

∣∣∣∣ =

∣∣∣∣ˆ ∞
−∞

2
3
2 jdψ′(2jx)G(x)

∣∣∣∣ = 2j/2
∣∣∣∣ˆ ∞
−∞

dψ′(x)(G(2−jx)−G(0))

∣∣∣∣
≤ 2j/2

ˆ ∞
−∞
|dψ′(x)|(2−jx)α+1/2 ≤ 2−αj

ˆ ∞
−∞
|dψ′(x)|(1 + |x|).

The last integral is finite by the assumption (6.6). Together with Lemma B.3 this obviously
yields the desired uniform convergence.

The proofs of the lemmas 6.5, 6.7 and 6.8 show that the covariances stay at a bounded
distance from the covariance of the field X1,n, and therefore a standard application of
Kahane’s convexity inequality gives us an Lp bound. Combining this with Theorem 4.4
yields the result.
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As noted in the beginning of this section, having proved all the lemmas above we may
conclude the proof of Theorem 1.3.

Remark 6.10. In the case of vaguelet approximations we may also rewrite

X(x) =
∞∑
i=1

Ãiν̃i(x),

where Ãi and ν̃i are the random coefficents and vaguelets appearing in (6.10) ordered
in their natural order. The convergence and uniqueness then also holds for the chaos
constructed from the fields

X̃4,n :=
n∑
i=1

Ãiν̃i(x),

with the normalizing measure dρn(x) =
√

log ndx.

Remark 6.11. There are many interesting questions that we did not touch in this paper.
For example (this question is due to Vincent Vargas), it is natural to ask whether the con-
vergence or uniqueness of the derivative martingale [10] depends on the approximations
used.

A Localization

The Proposition A.2 below is needed in a localization procedure in Lemma 6.4 that
is used to carry results from the real line to the unit circle. For its proof we need the
following lemma.

Lemma A.1. Assume that µn is a sequence of random measures that converges to µ

weakly in Lp(Ω). Let F : Ω → C(T ) be a function valued random variable and assume
that there exists q > 0 such that

E

∣∣∣∣sup
x∈T

F (x)

∣∣∣∣α <∞
for some α > pq

p−q . Then
´
F (x) dµn(x) tends to

´
F (x) dµ(x) in Lq(Ω).

Proof. It is again enough to show that any subsequence possesses a converging sub-
sequence with the right limit. To simplify notation let us denote by µn an arbitrary
subsequence of the original sequence.

Directly from the definition of the metric in the space M+ we see that µn → µ

in probability, meaning that we can pick a subsequence µnj that converges almost
surely. Then the almost sure convergence holds also for the sequence

´
F (x) dµnj (x).

Finally, for any allowed value of q a standard application of Hölder’s inequality shows
that E |

´
F (x) dµnj (x)|q+ε is uniformly bounded for some ε > 0. This yields uniform

integrability and we may conclude.

Proposition A.2. Let (Xn) and (Zn) be two sequences of (jointly Gaussian) Hölder-
regular Gaussian fields on T . Assume that the pseudometrics arising in Definition 2.1 can
be chosen to have the same Hölder exponent and constant for all the fields Zn. Assume
further that there exists a Hölder-regular Gaussian field Z such that Zn converges to Z
uniformly almost surely and that E [Xn(x)Zn(x)] converges uniformly to some bounded
continuous function x 7→ E [X(x)Z(x)]. Then if the measures

dµn(x) := eXn(x)− 1
2E [Xn(x)2] dρn(x)
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converge weakly in Lp(Ω) to a measure µ, also the measures

dνn(x) := e(Xn(x)+Zn(x))− 1
2E [(Xn(x)+Zn(x))2] dρn(x)

= eZn(x)− 1
2E [Zn(x)2]−E [Xn(x)Zn(x)] dµn(x)

converge weakly in Lq(Ω) for all q < p to the measure

dν(x) := eZ(x)− 1
2E [Z(x)2]−E [X(x)Z(x)] dµ(x).

Proof. By a standard application of the Borell–TIS inequality [1, Theorem 4.1.2] we have
the following uniform bound

E er supx∈T Zn(x) ≤ Cr (A.1)

for all r > 0. Fix ε > 0 and for all n ≥ 1 define

Aεn := {ω ∈ Ω : sup
x∈T
|Zk(x)− Z(x)| < ε for all k ≥ n}.

By the assumption on uniform convergence we have P[Aεn]→ 1 as n→∞.
Fix f ∈ C(T ), which we may assume to be non-negative, and let 0 < q < p. We first

show that
E [χΩ\Aεn |νn(f)− ν(f)|q]→ 0

as n→∞. It is enough to verify uniform integrability by checking that

sup
n≥1

E |νn(f)|p
′
+ E |ν(f)|p

′
<∞ (A.2)

for some q < p′ < p. This in turn follows easily from the assumed uniform Lp bound for
µn by using Hölder’s inequality together with (A.1).

To handle the remaining term E [χAεn |νn(f) − ν(f)|q] we use the defining property
of the set Aεn, i.e. |Zn(x) − Z(x)| < ε for all x ∈ T . By choosing n large enough
and by using (A.1) we may further assume that supx∈T |E [Zn(x)2] − E [Z(x)2]| < ε and
supx∈T |E [Zn(x)Xn(x)]− E [Z(x)X(x)]| < ε. It follows that when ω ∈ Aεn, we have

e−3εcn(f) ≤ νn(f) ≤ e3εcn(f),

where

cn(f) =

ˆ
f(x)eZ(x)− 1

2E [Z(x)2]−E [Z(x)X(x)] dµn(x).

By combining this with the bound (A.2) we see that E |νn(f) − cn(f)|q → 0 as ε → 0,
uniformly in n. Finally, by Lemma A.1 we have cn(f)→ ν(f) in Lq(Ω). This finishes the
proof.

B Estimates for vaguelets

In this appendix we have collected a couple of elementary estimates concerning
vaguelets, see (6.9) in Section 6 for the definition of νj,k.

Lemma B.1. Let f : R→ R be a bounded integrable function and let

F (x) =
1√
2π

ˆ ∞
−∞

f(t)√
|x− t|

dt

be its half-integral. Then there exists a constant C > 0 (not depending on f ) such that
for all x, y ∈ R we have

|F (x)− F (y)| ≤ C‖f‖∞
√
|x− y|.
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Proof. Clearly it is enough to show that

ˆ ∞
−∞

∣∣∣∣∣ 1√
|x− t|

− 1√
|y − t|

∣∣∣∣∣ dt ≤ C√|x− y|.
Notice that the integrand can be approximated by∣∣∣∣∣ 1√

|x− t|
− 1√

|y − t|

∣∣∣∣∣ =

∣∣|y − t| − |x− t|∣∣
|x− t|

√
|y − t|+

√
|x− t||y − t|

≤ |x− y|
|x− t|

√
|y − t|+

√
|x− t||y − t|

.

We can without loss of generality assume that x < y and split the domain of integration
to the intervals (−∞, x], [x, x+y

2 ], [x+y
2 , y] and [y,∞). On each of the intervals the value

of the integral is easily estimated to be less than some constant times
√
|x− y|, which

gives the result.

Lemma B.2. We have
νj,0(x) ≤ c

(1 + 2j dist(x, 0))1+δ

for some constant c > 0. Here dist(x, y) = min{|x− y + k| : k ∈ Z}.

Proof. Without loss of generality we may assume that 0 ≤ x < 1 and let d = dist(x, 0).
We have

|νj,0(x)| ≤
∑
l∈Z

C

(1 + 2j |x− l|)1+δ
≤
∞∑
l=0

C

(1 + 2jx+ 2j l)1+δ
+
∞∑
l=1

C

(1 + 2j l − 2jx)1+δ

≤ 2C

(1 + 2jd)1+δ
+ 2

∞∑
l=1

C

(1 + 2j l)1+δ

≤ 2C

(1 + 2jd)1+δ
+

2C

(1 + 2j)1+δ
+ 2

ˆ ∞
1

C

(1 + 2ju)1+δ
du

≤4C
1

(1 + 2jd)1+δ
+

2C

δ

1

2j(1 + 2j)δ
≤ c

(1 + 2jd)1+δ
.

Lemma B.3. There exists a constant A > 0 such that

2j−1∑
k=0

|νj,k(x)| ≤ A

for all j ≥ 0 and x ∈ R.
Moreover, there exists a constant B > 0 such that for all n ≥ 0 and x, y ∈ R satisfying

dist(x, y) ≥ 2−n we have
∞∑
j=n

2j−1∑
k=0

|νj,k(x)νj,k(y)| ≤ B.

Proof. By using Lemma B.2 and the fact that νj,k(x) = νj,0(x− k2−j) we have

2j−1∑
k=0

|νj,k(x)| =
2j−1∑
k=0

|νj,0(x− k2−j)| ≤
2j−1∑
k=0

c

(1 + 2j dist(x− k2−j , 0))1+δ

≤2c
∞∑
k=0

1

(1 + k)1+δ
<∞,
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which shows the first claim.
Again invoking Lemma B.2 and the fact that νj,k(x) = νj,0(x− k2−j) we may estimate

∞∑
j=n

2j−1∑
k=0

|νj,k(x)νj,k(y)|

≤
∞∑
j=n

2j−1∑
k=0

c2

(1 + 2j dist(x− k2−j , 0))1+δ(1 + 2j dist(y − k2−j , 0))1+δ

≤
∞∑
j=n

2j−1∑
k=0

2c2

max((1 + k)1+δ, (1 + 2j−n−1)1+δ)

≤2c2
∞∑
j=n

( 1 + 2j−n−1

(1 + 2j−n−1)1+δ
+

∞∑
k=2j−n−1+1

1

(1 + k)1+δ

)
≤2c2

∞∑
j=n

( 1

(1 + 2j−n−1)δ
+

ˆ ∞
2j−n−1

1

(1 + x)1+δ
dx
)

≤2c2(1 +
1

δ
)
∞∑
j=n

1

(1 + 2j−n−1)δ
≤ 2c2(1 +

1

δ
)
∞∑
j=0

2−δ(j−1) = B <∞,

giving us the second claim.
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We study non-Gaussian log-correlated multiplicative chaos, where the random field is

defined as a sum of independent fields that satisfy suitable moment and regularity

conditions. The convergence, existence of moments, and analyticity with respect to

the inverse temperature are proven for the resulting chaos in the full subcritical

range. These results are generalizations of the corresponding theorems for Gaussian

multiplicative chaos. A basic example where our results apply is the non-Gaussian

Fourier series

∞∑

k=1

1√
k

(Ak cos(2πkx) + Bk sin(2πkx)),

where Ak and Bk are i.i.d. random variables.

1 Introduction

The theory of multiplicative chaos was originally introduced by Kahane [10, 11] as a

continuous analogy of Mandelbrot cascades [14]. Kahane’s theory concerns weak∗-limits

of random measures of the form

dμn(x) = e
∑n

k=1 Xk(x) − 1
2
∑n

k=1 EXk(x)2
dλ(x),
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2 J. Junnila

where Xk are independent centered Gaussian random fields on some metric measure

space T and λ is a reference measure. It is easy to see that the measures μn form

a martingale and converge in the weak∗-sense to a limit measure μ that we call the

multiplicative chaos associated to the sequence Xk. However, the 1st nontrivial question

in the theory is whether μ is almost surely 0 or not.

In the Euclidean setting Kahane identified the log-correlated random fields to be

the edge case when it comes to the non-triviality of the resulting chaos. We say that the

Gaussian random field X = ∑∞
k=1 Xk is log-correlated if it formally has a covariance of

the form

EX(x)X(y) = β2 log
1

|x − y| + g(x, y),

where g is a bounded and continuous function and β > 0 is a constant. The parameter

β is often called the inverse temperature in the mathematical physics literature. The

non-triviality of the chaos measure μ then depends on β and the dimension d of the

space; if 0 < β <
√

2d, μ is almost surely nontrivial; if β ≥ √
2d, it is almost surely 0.

The regime 0 < β <
√

2d is called subcritical, while the regimes β = √
2d and β >

√
2d

are called critical and supercritical, respectively. In the critical and supercritical cases

it is still possible to get nontrivial measures by performing a suitable renormalization

[6, 7, 13].

The study of Gaussian multiplicative chaos in the log-correlated case has

spurred a lot of interest, and comprehensive reviews exist [17, 18]. In this situation

there are also results on uniqueness and convergence under different approximations

[9, 17, 19, 22] as well as optimal results on L p-boundedness [11].

In the non-Gaussian case the research has been less active. One model that has

been studied is the product of random pulses [3, 4], which is a cascade-type construction

where the b-adic grid has been replaced with intervals sampled using a Poisson process.

The rest of the research has so far focused mainly on infinitely divisible processes. The

paper [1] studies chaoses that are defined using a cone construction with an infinitely

divisible independently scattered random measure on the upper half plane. A more

recent paper [16] deals with chaoses that are �-scale invariant, a specific class that

again implies infinitely divisibility under some small assumptions. Finally, in [21] a

field obtained from a statistical model of the Riemann ζ -function on the critical line is

studied. The resulting chaos measure in this case is almost surely absolutely continuous

with respect to a Gaussian chaos measure.

In this paper we will study the multiplicative chaos of non-Gaussian locally log-

correlated random fields defined on the closed unit cube I = [0, 1]d ⊂ Rd, see Definition 4
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Non-Gaussian Multiplicative Chaos 3

below. (Restricting to the unit cube is done purely on practical grounds and the results

generalize easily to other domains.) Let Xk (k = 1, 2, . . . ) be real-valued, continuous,

independent, and centered random fields on I and β > 0 be a parameter. We define a

sequence of measures on I by setting

μn( f ; β) =
∫

I
f (x)

eβ
∑n

k=1 Xk(x)

E eβ
∑n

k=1 Xk(x)
dx (1)

for all f ∈ C(I, R). Since we are not anymore in the Gaussian case, we must make the

extra assumption that E eβXk(x) exists for all k ≥ 1. Still, μn( f ; β) is a martingale for

all fixed f ∈ C(I, R) and β > 0, and one gets the almost sure weak∗-convergence as in

Kahane’s theory. Again, the crucial question is whether the limit is nontrivial or not.

We will in fact allow β to take complex values, in which case it becomes

important to ensure that the denominator E eβ
∑n

k=1 Xk(x) does not vanish. Clearly, for

any finite n it is possible to pick a neighborhood of (0,
√

2d) (which will be our region

of interest) where this is true. The assumptions that will follow will ultimately ensure

that one can choose such a neighborhood in such a way that this holds for all n ≥ 1

simultaneously. It is worth noting that in the case of complex β we do not expect the

limit μ to be a random measure but rather a distribution.

As an interesting example of a non-Gaussian locally log-correlated random field,

consider the random Fourier series
∑∞

k=1 Xk(x), where

Xk(x) = 1√
k

(Ak cos(2πkx) + Bk sin(2πkx)), x ∈ [0, 1]. (2)

Here Ak and Bk are i.i.d. centered random variables with variance 1. In this case we have

the following theorem.

Theorem 1. Assume that the fields Xk are defined as in (2) and that E eλA1 < ∞ for all

λ ∈ R. Then there exists an open set U ⊂ C containing the interval (0,
√

2d) such that for

any compact K ⊂ U there exists p > 1 for which the martingale μn( f ; β) converges in

L p(�) for all β ∈ K and f ∈ C(I, C).

As a corollary, for a fixed f ∈ C(I, C) the maps β �→ μn( f ; β) converge almost

surely uniformly on compact subsets of U to an analytic map β �→ μ( f ; β).

Remark 2. For β ∈ R a standard argument using the fact that C(I, R) is separable shows

that the maps β �→ μn( f ; β) converge almost surely for all f ∈ C(I) simultaneously, and

as a limit one obtains a random measure μ(·; β), which is a continuous function of β in

the weak∗-topology of measures. By Kolmogorov’s zero–one law for real β the total mass
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4 J. Junnila

μ(I; β) is almost surely nonzero when |β| <
√

2d. When |β| >
√

2d, a simple argument

shows that the measure is almost surely 0, see Lemma 15 at the end of Section 2.

Moreover, for a fixed β ∈ U one can show that μn converges in Ws(Td) for s < −d,

where Ws(Td) is the L2-Sobolev space on the d-dimensional torus, which we identify

with [0, 1)d, see Lemma 14.

Remark 3. Instead of defining the chaos distribution using the Lebesgue measure one

could in principle use any Radon measure. Our methods apply also in this situation, but

then the range of β for which one gets uniform integrability depends on the measure

(and for some measures such as the Dirac delta the range of uniform integrability can

be empty, assuming that we exclude the case β = 0).

The extension to the complex case is quite nontrivial in this situation, since we

are missing local independence of the increments Xk, and hence the previously known

methods for proving analyticity of the chaos fail completely. Here we develop a new

method inspired by the clever and simple recent approach due to Berestycki [5]. The

method of [5] does not, however, apply to our case directly. Indeed, in our proof we

completely bypass the L1-estimates, performing instead a more complicated but direct

estimate in L p via a dyadic analysis of the field. As a further distinction to [5], one may

note that Girsanov’s lemma is not applicable in the non-Gaussian setting.

Theorem 1 is a corollary of a more general result, which we state next.

Definition 4. We say that the sequence (Xk)∞k=1 has a locally log-correlated structure if

the following hold:

• We have supx∈I EXk(x)2 → 0 and
∑∞

k=1 EXk(0)2 = ∞.

• There exists a constant δ > 0 such that for all n ≥ 1 and x, y ∈ I satisfying

|x − y| ≤ δ we have

|
n∑

k=1

EXk(x)Xk(y) − min
(

log
1

|x − y| ,
n∑

k=1

EXk(0)2
)
| ≤ C (3)

for some constant C > 0.

In addition to having a locally log-correlated structure, we will require certain

regularity of the fields Xk, which we list as conditions (4) and (5);

sup
x∈I

∞∑

k=1

(
E |Xk(x)|3+ε

) 3
3+ε

< ∞ for some ε > 0 (4)
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E

∣∣∣∣∣

n∑

k=1

(Xk(x) − Xk(y))

∣∣∣∣∣

r

≤ Crer
∑n

k=1 EXk(0)2 |x − y|r for n ≥ 1, and r ≥ 1. (5)

In condition (5) the constant Cr is allowed to depend on r. We note that (5) can

be deduced from either of the following two conditions:

n∑

k=1

E |Xk(x) − Xk(y)|r ≤ Crer
∑n

k=1 EXk(0)2 |x − y|r for n ≥ 1, and r ≥ 2 (6)

n∑

k=1

E sup
x∈I

|X ′
k(x)|r ≤ Crer

∑n
k=1 EXk(0)2

for n ≥ 1, and r ≥ 2. (7)

Indeed, the mean value theorem shows that (7) implies (6), while Rosenthal’s

inequality [20] shows that (6) implies (5). Note that in condition (7) we implicitly assume

that Xk(x) is almost surely continuously differentiable on I.

Theorem 5. Assume that (Xk)∞k=1 is a sequence of independent, centered, and contin-

uous random fields having a locally log-correlated structure and satisfying (4) and (5).

Assume further that

sup
k≥1

sup
x∈I

E eλXk(x) < ∞ (8)

for all λ ∈ R. Then the conclusions of Theorem 1 hold for the measures μn.

The proof of Theorem 5 is given in Section 2, and a brief outline is as follows:

we start by normalizing the situation in such a way that the variance of the field on the

level n is approximately n log(2). For each x ∈ I we focus on the last level l on which the

field is exceptionally large. For points sharing a common level l we perform a splitting

of I into dyadic cubes with side length approximately 2−l and derive an L2-estimate

in each of these cubes, conditioned on the level l. This takes care of the contribution

coming from the tail of the field. After the conditional estimate we are still left with the

contribution coming from level l, which is then handled by approximating the L p-norm

of the exponential of the supremum of the field, relying on the fact that the field being

exceptionally large on level l is an event of low probability. Once we have established

the boundedness in L p, the rest of the proof is rather a routine.

In Section 3 we first prove Theorem 1, after which we provide another appli-

cation of Theorem 5 where we consider a field that is the sum of dilated stationary

processes, see Theorem 16. The latter example is related to the general model presented

in [15].
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6 J. Junnila

2 Proof of Theorem 5

We start by splitting the field
∑∞

k=1 Xk(x) into blocks of approximately constant

variances. For all j ≥ 0 let tj ≥ 1 be the smallest index for which

tj∑

k=1

EXk(0)2 ≥ log(2)j. (9)

The tj are well defined because of our assumption that
∑∞

k=1 EXk(0)2 = ∞, and we can

use them to define the following auxiliary fields:

Yj(x) =
tj−1∑

k=tj−1

Xk(x), Zj(x) =
j∑

k=1

Yk(x) ( j ≥ 1).

Here we use the convention that Yj(x) = 0 for all x ∈ I if tj−1 = tj, and we also set

Z0(x) ≡ 0.

The following lemma shows how the locally log-correlated structure of the fields

Xk transfers to the fields Zj.

Lemma 6. There exists a constant C > 0 such that for |x − y| ≤ δ we have

∣∣∣E Zj(x)Zj(y) − min
(

log
1

|x − y| , log(2)j
)∣∣∣ ≤ C. (10)

In particular the following inequalities hold for some constant C > 0:

|E Zj(x)Zj(y) − log(2)j| ≤ C ( j ≥ 1, |x − y| ≤ 2−j) (11)

|E Zj(x)Zj(y) − E Zm(x)Zm(y)| ≤ C ( j ≥ m, 2−m−1 ≤ |x − y| ≤ δ). (12)

Proof. We have E Zj(x)Zj(y) = ∑j
k=1 EYk(x)Yk(y) = ∑tj−1

k=1 EXk(x)Xk(y). By (9) and the

assumption that EXk(0)2 → 0, the variance on the level tj − 1 satisfies

tj−1∑

k=1

EXk(0)2 = log(2)j + O(1),

so (10) follows from (3). The inequalities (11) and (12) are easy corollaries.
�

The next lemma provides a crucial estimate on the Laplace transform of the

fields Zj and it will be used extensively in the proofs. The idea behind it is the following:

since EXk(x)2 tends to 0, the constant variance increments Yj will start to look like
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Non-Gaussian Multiplicative Chaos 7

Gaussians by the central limit theorem. This leads one to expect that some sort of

Gaussianity appears also in the fields Zj and here we quantify this for the Laplace

transform of the vector (Zj(x), Zj(y)), where x, y ∈ I.

Lemma 7. Let R > 0. There exists r = r(R) > 0 such that if ξ1, ξ2 ∈ C satisfy | Re ξi| ≤ R

and | Im ξi| ≤ r for i = 1, 2, then

E eξ1Zj(x) + ξ2Zj(y) = e
ξ2
1
2 E Zj(x)2 + ξ2

2
2 E Zj(y)2 + ξ1ξ2E Zj(x)Zj(y) + ε, (13)

where the error ε = ε(ξ1, ξ2) is bounded and |ε| ≤ CR for some constant CR > 0 depending

on R.

Proof. Let K = [−R, R] × [−r, r], where r ∈ (0, 1] will be chosen later. Define ϕk(ξ1, ξ2) =
E eξ1Xk(x)+ξ2Xk(y). Then Taylor’s theorem gives us

ϕk(ξ1, ξ2) = 1 + EXk(x)2

2
ξ2

1 + EXk(y)2

2
ξ2

2 + EXk(x)Xk(y)ξ1ξ2 + ckO(|ξ |3),

where

ck = sup
ξ1,ξ2∈K

| ∂3

∂ξ3
1

ϕk(ξ1, ξ2)| + sup
ξ1,ξ2∈K

| ∂3

∂ξ3
2

ϕk(ξ1, ξ2)|

+ sup
ξ1,ξ2∈K

| ∂3

∂ξ2
1 ∂ξ2

ϕk(ξ1, ξ2)| + sup
ξ1,ξ2∈K

| ∂3

∂ξ1∂ξ2
2

ϕk(ξ1, ξ2)|.

We have for all a, b ∈ {0, 1, 2, 3}, a + b = 3 that

| ∂3

∂ξa
1 ξb

2

ϕk(ξ1, ξ2)| ≤ E |Xk(x)|a|Xk(y)|b|eξ1Xk(x)+ξ2Xk(y)|,

which by Hölder’s inequality is less than

(
E |Xk(x)|3+ε

) a
3+ε
(
E |Xk(y)|3+ε

) b
3+ε
(
E |e 3+ε

ε/2 ξ1Xk(x)|
) ε/2

3+ε
(
E |e 3+ε

ε/2 ξ2Xk(x)|
) ε/2

3+ε
,

where ε is given by the assumption (4). The last two factors are bounded by the

assumption (8). Finally, because

(
E |Xk(x)|3+ε

) a
3+ε
(
E |Xk(y)|3+ε

) b
3+ε ≤

a
(
E |Xk(x)|3+ε

) 3
3+ε + b

(
E |Xk(y)|3+ε

) 3
3+ε

3
,

we see that
∞∑

k=1

ck < ∞ (14)
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8 J. Junnila

by (4). Because supx∈I EXk(x)2 → 0, there exists k0 ≥ 1 such that for large enough k ≥ k0

we have
∣∣∣
EXk(x)2

2
ξ2

1 + EXk(y)2

2
ξ2

2 + EXk(x)Xk(y)ξ1ξ2 + ckO(|ξ |3)

∣∣∣ <
1

2

whenever ξ1, ξ2 ∈ K. In particular if log: C \ (−∞, 0] → C is the branch of the logarithm

that takes the value 0 at 1, we have

log(ϕk(ξ1, ξ2)) = EXk(x)2

2
ξ2

1 + EXk(y)2

2
ξ2

2 + EXk(x)Xk(y)ξ1ξ2 + dkO(|ξ |3 + |ξ |6).

Here

dk = ck + (EXk(x)2)2 + (EXk(y)2)2 + (EXk(x)Xk(y))2 + c2
k

+ (EXk(x)2 + EXk(y)2 + |EXk(x)Xk(y)|)ck + EXk(x)2
EXk(y)2

+ EXk(x)2|EXk(x)Xk(y)| + EXk(y)2|EXk(x)Xk(y)|.

By Hölder’s inequality and (4) we have

sup
x∈I

∞∑

k=1

(EXk(x)2)2 ≤ sup
x∈I

∞∑

k=1

(E |Xk(x)|3+ε)
4

3+ε < ∞,

and this together with (14) and Hölder’s inequality gives
∑∞

k=1 dk < ∞. Now if ϕ(ξ1, ξ2) =
E eξ1Zj(x)+ξ2Zj(y), we have by independence that

ϕ(ξ1, ξ2) =
k0−1∏

k=1

ϕk(ξ1, ξ2)

tj−1∏

k=k0

ϕk(ξ1, ξ2).

By continuity r can be chosen so small that the absolute value of the 1st product is

bounded from below and from above for all ξ1, ξ2 ∈ K, and hence the product can be

swallowed into the constant CR. The logarithm of the 2nd product is

tj−1∑

k=k0

(
EXk(x)2

2
ξ2

1 + EXk(y)2

2
ξ2

2 + EXk(x)Xk(y)ξ1ξ2 + dkO(|ξ |3 + |ξ |6)
)

= ξ2
1

2
E Zj(x)2 + ξ2

2

2
E Zj(y)2 + ξ1ξ2E Zj(x)Zj(y) − ξ2

1

2

k0−1∑

k=1

EXk(x)2

− ξ2
2

2

k0−1∑

k=1

EXk(y)2 − ξ1ξ2

k0−1∑

k=1

EXk(x)Xk(y) + O(|ξ |3 + |ξ |6)

and everything but the 1st three terms can be put in CR. �
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Non-Gaussian Multiplicative Chaos 9

To prepare for the proof of Theorem 5 we start by fixing some notation and then

prove the main estimates as lemmas. First of all, we assume that δ >
√

d, so that the

estimates (10) and (12) hold for all x, y ∈ I. We will show how to get rid of this assump-

tion in the end. Second, for a given β we let α ∈ (Re β, 2 Re β) be a fixed real parameter.

We will not specify the exact value of α, but it will be clear from the proof that choosing

it sufficiently close to Re β will work. We assume that Re β ∈ (0,
√

2d) and that

(Im β)2 < min
{ (α − Re β)2

2
,
(2 Re β − α)2

2
− (Re β)2 + d, r2

}
, (15)

where r is obtained from Lemma 7 applied with R = 2
√

2d. Notice that by choosing α

close enough to Re β it is always possible to have (2 Re β−α)2

2 − (Re β)2 + d > 0.

For l ≥ 0 we let

Al(x) = {Zl(x) ≥ αE Zl(x)2}
be the event that Zl is exceptionally large at the point x ∈ I. Similarly, for k ≥ l we let

Bl,k(x) = {Zj(x) < αE Zj(x)2 for all l + 1 ≤ j ≤ k}

be the event that Zj is small from level l + 1 to level k.

To keep formulas short (or at least shorter), define

Ek(x) = eβZk(x)

E eβZk(x)

for all k ≥ 1, together with the notation

Z(m,k](x) = Zk(x) − Zm(x)

E(m,k](x) = eβZ(m,k](x)

E eβZ(m,k](x)

A(m,k](x) = {Z(m,k](x) ≥ αE Z(m,k](x)2}

for all 0 ≤ m ≤ k. Moreover, define

Fm = σ(X1, . . . , Xtm−1).

Note that the variables with the subscript (m, k] are independent of Fm.

Finally, we use the notation A � B to indicate that there exists a constant C > 0

only depending on α, β, d, and the distribution of the fields Xk such that the inequality

A ≤ CB holds. We write A ≈ B when both A � B and B � A hold.

We start with a couple of technical lemmas.
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10 J. Junnila

Lemma 8. Let k ≥ m. Then

E [|E(m,k](x)E(m,k](y)|1A(m,k](x)]

� e− (α−Re β)2

2 log(2)(k − m)e(Im β)2 log(2)(k − m) +α(Re β)E [Z(m,k](x)Z(m,k](y)].

Proof. By Lemma 7 we have

|E(m,k](x)E(m,k](y)| = e(Re β)(Z(m,k](x) + Z(m,k](y))

|E eβZ(m,k](x)||E eβZ(m,k](y)|
(16)

� e
(Im β)2 − (Re β)2

2 (E Z(m,k](x)2 +E Z(m,k](y)2)e(Re β)(Z(m,k](x) + Z(m,k](y)).

Moreover,

E [e(Re β)(Z(m,k](x) + Z(m,k](y))1A(m,k](x)]

≤ E [e(Re β)(Z(m,k](x) + Z(m,k](y))e(α − Re β)Z(m,k](x) − (α − Re β)αE Z(m,k](x)2
]

= E [eαZ(m,k](x) + (Re β)Z(m,k](y) −α2
E Z(m,k](x)2 +α(Re β)E Z(m,k](x)2

]

� e− α2
2 E Z(m,k](x)2 +α(Re β)E Z(m,k](x)2 + (Re β)2

2 E Z(m,k](y)2 +α(Re β)E [Z(m,k](x)Z(m,k](y)],

which together with the factor e
(Im β)2−(Re β)2

2 (E Z(m,k](x)2+E Z(m,k](y)2) gives us

E [|E(m,k](x)E(m,k](y)|1A(m,k](x)]

� e− (α−Re β)2

2 E Z(m,k](x)2
e

(Im β)2

2 (E Z(m,k](x)2+E Z(m,k](y)2)+α(Re β)E [Z(m,k](x)Z(m,k](y)],

from which the claim follows by Lemma 6. �

The following lemma is used in the proof of Proposition 11 below to handle the

tail of the field for points x, y ∈ I that are far enough from each other.

Lemma 9. Assume that |x − y| ≥ 2−m−1. Then for all n ≥ m we have

1Bm−1,m(x)1Bm−1,m(y)|E [E(m,n](x)E(m,n](y)1Bm,n(x)1Bm,n(y)|Fm]| � 1.

Proof. Define

Pk = E(m,k](x)E(m,k](y)1Bm,k(x)1Bm,k(y)
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for k ≥ m. Then

Pk+1 = E(m,k+1](x)E(m,k+1](y)1Bm,k(x)1Bm,k(y)1Bk,k+1(x)1Bk,k+1(y)

= −E(m,k+1](x)E(m,k+1](y)1Bm,k(x)1Bm,k(y)(1 − 1Bk,k+1(x)1Bk,k+1(y))

+ eβYk+1(x)

E eβYk+1(x)
· eβYk+1(y)

E eβYk+1(y)
Pk.

Hence, we have

1{Zm(x)<αE Zm(x)2}1{Zm(y)<αE Zm(y)2}|E [Pk+1|Fm]|
≤ 1{Zm(x)<αE Zm(x)2}E [|E(m,k+1](x)E(m,k+1](y)|1Ak+1(x)|Fm]

+ 1{Zm(y)<αE Zm(y)2}E [|E(m,k+1](x)E(m,k+1](y)|1Ak+1(y)|Fm] (17)

+ |E eβYk+1(x)+βYk+1(y)|
|E eβYk+1(x)E eβYk+1(y)|1{Zm(x)<αE Zm(x)2}1{Zm(y)<αE Zm(y)2}|E [Pk|Fm]|.

Notice that Ak+1(x) ∩ {Zm(x)<αE Zm(x)2} ⊂ A(m,k+1](x). This and Lemmas 8 and 6 give us

1{Zm(x)<αE Zm(x)2}E [|E(m,k+1](x)E(m,k+1](y)|1Ak+1(x)|Fm]

≤ E [|E(m,k+1](x)E(m,k+1](y)|1A(m,k+1](x)]

� e− (α−Re β)2

2 log(2)(k+1−m)e(Im β)2 log(2)(k+1−m)+α(Re β)E [Z(m,k+1](x)Z(m,k+1](y)]

� e(− (α−Re β)2

2 +(Im β)2) log(2)(k+1−m) =: σk+1.

Similarly, we get

1{Zm(y)<αE Zm(y)2}E [|E(m,k+1](x)E(m,k+1](y)|1Ak+1(y)|Fm] � σk+1

and because of (15) the σk decay exponentially. Moving on to the 3rd term on the right-

hand side of (17), let

|E eβYk+1(x)+βYk+1(y)|
|E eβYk+1(x)E eβYk+1(y)| =: ρk+1.

By Lemma 6 there exists a constant A such that for all m ≤ m′ ≤ M we have

M∏

k=m′+1

ρk = |E eβZ(m′ ,M](x)+βZ(m′,M](y)|
|E eβZ(m′ ,M](x)||E eβZ(m′,M](y)|

= |E eβZM (x)+βZM (y)||E eβZm′ (x)||E eβZm′ (y)|
|E eβZM (x)||E eβZM (y)||E eβZm′ (x)+βZm′ (y)|

≤ ce|β|2(E ZM (x)ZM (y)−E Zm′ (x)Zm′ (y)) ≤ A,
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where c > 0 is a constant arising from Lemma 7. We have thus verified that

1Bm−1,m(x)1Bm−1,m(y)|E [Pk+1|Fm]|
≤ Cσk+1 + ρk+11Bm−1,m(x)1Bm−1,m(y)|E [Pk|Fm]|

for some constant C > 0, and it is easy to see that we then have

1{Zm(x)<αE Zm(x)2}1{Zm(y)<αE Zm(y)2}|E [Pk|Fm] ≤ C A(1 +
∞∑

j=m+1

σj)

for all k ≥ m. Taking k = n proves the claim. �

In the next lemma we bound the main contribution coming from points x, y ∈ I

that are at a given dyadic distance less than 2−m from each other.

Lemma 10. Let m ≥ l + 1. If |x − y| ≤ 2−m, we have

1Al(x)1Al(y)E [|E(l,m](x)E(l,m](y)|1Bl,m(x)1Bl,m(y)|Fl]

� e
(
(Re β)2− (2 Re β−α)2

2

)
log(2)(m−l)+(Im β)2 log(2)(m−l).

Proof. By (16) and (11) we have

|E(l,m](x)E(l,m](y)| � e(Re β)(Z(l,m](x)+Z(l,m](y))+((Im β)2−(Re β)2) log(2)(m−l).

On the other hand,

1Al(x)1Bl,m(x) ≤ 1{Zl(x)≥αE Zl(x)2}1{Zm(x)<αE Zm(x)2}

≤ 1{Z(l,m](x)<αE Z(l,m](x)2}

≤ e(Re β− α
2 )αE Z(l,m](x)2−(Re β− α

2 )Z(l,m](x)

and similarly for 1Al(y)1Bl,m(y). By Lemma 6 we therefore have

1Al(x)1Al(y)E [|E(l,m](x)E(l,m](y)|1Bl,m(x)1Bl,m(y)|Fl]

� e((Im β)2−(Re β)2) log(2)(m−l)+(2 Re β−α)α log(2)(m−l)
E [e

α
2 (Z(l,m](x)+Z(l,m](y))]

� e((Im β)2−(Re β)2) log(2)(m−l)+(2 Re β−α)α log(2)(m−l)+ α2
2 log(2)(m−l),

from which the claim follows. �
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The following proposition encodes our fundamental L2-estimate.

Proposition 11. Let J be a dyadic subcube of I with diameter at most 2−l−1. Then for

all n ≥ l and f ∈ C(I, C) we have

E

[∣∣∣∣
∫

J
f (x)En(x)1Al(x)1Bl,n(x) dx

∣∣∣∣
2 ∣∣∣Fl

]
� 2−2dl‖f ‖2∞

(
sup
x∈J

|El(x)|21Al(x)

)
.

The constant in the inequality does not depend on J.

Proof. Let us partition the set J2 into sets Dm, l + 1 ≤ m ≤ n by setting

Dm =
⎧
⎨

⎩
{(x, y) ∈ J2 : 2−m−1 ≤ |x − y| ≤ 2−m}, when l + 1 ≤ m ≤ n − 1

{(x, y) ∈ J2 : |x − y| ≤ 2−n}, when m = n.

Then one can write

E

[∣∣∣∣
∫

J
f (x)En(x)1Al(x)1Bl,n(x) dx

∣∣∣∣
2 ∣∣∣Fl

]

=
∫

J

∫

J
f (x)f (y)E

[
En(x)En(y)1Al(x)1Al(y)1Bl,n(x)1Bl,n(y)

∣∣Fl

]
dx dy

=
∫

J

∫

J
f (x)f (y)El(x)El(y)1Al(x)1Al(y)

× E
[
E(l,n](x)E(l,n](y)1Bl,n(x)1Bl,n(y)

∣∣Fl

]
dx dy

=
n∑

m=l+1

∫

(x,y)∈Dm

f (x)f (y)El(x)El(y)1Al(x)1Al(y)

× E

[
E(l,m](x)E(l,m](y)1Bl,m(x)1Bl,m(y)

× E
[
E(m,n](x)E(m,n](y)1Bm,n(x)1Bm,n(y)

∣∣Fm

]∣∣∣Fl

]
dx dy

≤ ‖f ‖2∞
(

sup
x∈J

|El(x)|21Al(x)

)

×
n∑

m=l+1

∫

(x,y)∈Dm

1Al(x)1Al(y)E
[∣∣E(l,m](x)E(l,m](y)

∣∣1Bl,m(x)1Bl,m(y)

×
∣∣∣E
[
E(m,n](x)E(m,n](y)1Bm,n(x)1Bm,n(y)

∣∣Fm

]∣∣∣
∣∣∣∣Fl

]
dx dy.
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Here we use the convention that E(n,n](x) = E(n,n](y) = 1Bn,n(x) = 1Bn,n(y) = 1. By Lemmas 9

and 10, and (15) we have

n∑

m=l+1

∫

(x,y)∈Dm

1Al(x)1Al(y)E
[|E(l,m](x)E(l,m](y)|1Bl,m(x)1Bl,m(y)×

|E [E(m,n](x)E(m,n](y)1Bm,n(x)1Bm,n(y)|Fm]|∣∣Fl

]

�
n∑

m=l+1

∫

(x,y)∈Dm

e
(
(Re β)2− (2 Re β−α)2

2

)
log(2)(m−l)+(Im β)2 log(2)(m−l)

�
n∑

m=l+1

2−md−lde
(
(Re β)2− (2 Re β−α)2

2

)
log(2)(m−l )+(Im β)2 log(2)(m−l )

= 2−2ld
n−l∑

j=1

e
(
(Re β)2− (2 Re β−α)2

2

)
log(2)j+(Im β)2 log(2)j−log(2)jd

� 2−2ld.

�

Next we wish to bound the term supx∈J |El(x)|1Al(x) that appears after

Proposition 11 has been applied. We come to our 2nd main estimate.

Proposition 12. For p > 1 sufficiently close to 1 we have

E sup
x∈J

|El(x)|p1Al(x) � e−εl

for some ε > 0. Here J is a dyadic subcube of I with side length proportional to 2−l. The

estimate does not depend on J.

In the proof we need an estimate on E eα supx∈J Zl(x). We will write this estimate

as a separate lemma, since it will also be used to show that the subcritical regime does

not extend past
√

2d.

Lemma 13. Let γ > 0 be a real number and J a dyadic subcube of I with side length

2−l. Then for any u > 1 there exists a constant c > 0 depending on u and γ but not on J

or l, such that

E eγ supx∈J Zl(x) ≤ ceu γ 2

2 log(2)l.
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Proof. We will prove this using induction. Our induction hypothesis is that for all

u > 1 there exists a constant c > 0 (which may depend on u and γ ) such that

sup
x∈J2

E eγ supy∈J1
Zl(y,x) ≤ ceu γ 2

2 log(2)l, (18)

where in the nth step of the induction J = J1 × J2 with J1 ⊂ Rn and J2 ⊂ Rd−n. The case

n = d is our final estimate.

When n = 0, (18) follows from Lemma 7. Assume then that 1 ≤ n ≤ d and that

the claim holds for n − 1. Write J = J1 × L × J2 with J1 ⊂ Rn−1, L ⊂ R, and J2 ⊂ Rd−n. Let

x ∈ J2 be fixed and define the auxiliary process Z̃l(t) = supy∈ J1
Zl(y, t, x). For all m ≥ 0

let Dm be the collection of dyadic subintervals of L with side length 2−l−m. Choose a

point tm,i, i = 1, . . . , 2m, from each interval in Dm, and write π(tm,i) for the point chosen

from the parent interval of tm,i. For example, one can take tm,i to be the center of its

corresponding interval. Then for any fixed t ∈ L there exists a sequence of points tm,im

converging to t such that tm,im is chosen from inside the interval containing tm−1,im−1
.

Now by the continuity of Z̃l we have

eγ Z̃l(t) ≤ eγ Z̃l(t0,1) +
∞∑

m=1

|eγ Z̃l(tm,im ) − eγ Z̃l(tm−1, im−1 )|

≤ eγ Z̃l(t0,1) +
∞∑

m=1

sup
i∈{1,...,2m}

|eγ Z̃l(tm,i) − eγ Z̃l(π(tm,i))|.

Since the right-hand side does not depend on t, we have

eγ supt∈L Z̃l(t) ≤ eγ Z̃l(t0,1) +
∞∑

m=1

sup
i∈{1,...,2m}

|eγ Z̃l(tm,i) − eγ Z̃l(π(tm,i))|

≤ eγ Z̃l(t0,1) +
∞∑

m=1

( 2m∑

i=1

|eγ Z̃l(tm,i) − eγ Z̃l(π(tm,i))|r
)1/r

≤ eγ Z̃l(t0,1) +
∞∑

m=1

( 2m∑

i=1

|γ Z̃l(tm,i) − γ Z̃l(π(tm,i))|r×

(erγ Z̃l(tm,i) + erγ Z̃l(π(tm,i)))
)1/r

,

where r > 1 and we have used the elementary inequality

|ea − eb|r ≤ |a − b|r sup
a≤x≤b

e xr ≤ |a − b|r(ear + ebr)
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16 J. Junnila

for any real numbers a ≤ b. Taking the expectation and using Jensen’s inequality give

E eγ supt∈L Z̃l(t) ≤ E eγ Z̃l(t0,1) + γ

∞∑

m=1

( 2m∑

i=1

E
[|̃Zl(tm,i) − Z̃l(π(tm,i))|r×

(erγ Z̃l(tm,i) + erγ Z̃l(π(tm,i)))
])1/r

.

Moreover, by Hölder’s inequality and the induction hypothesis we get for any s > 1 that

E
[|̃Zl(tm,i) − Z̃l(π(tm,i))|rerγ Z̃l(tm,i)

]

≤
(
E |̃Zl(tm,i) − Z̃l(π(tm,i))|

rs
s−1

) s−1
s
(
E ersγ Z̃l(tm,i)

)1/s

≤ c
(
E |̃Zl(tm,i) − Z̃l(π(tm,i))|

rs
s−1

) s−1
s

eu′ r2sγ 2

2 log(2)l

for some c > 0. We will next use the inequality

E |̃Zl(t) − Z̃l(t
′)|p ≤ Cp,ε2lp|t − t′|p−ε, (19)

where p > 1 can be arbitrarily large and ε > 0 arbitrarily small, at the cost of the

constant Cp,ε. The inequality is uniform in x ∈ J2. We postpone proving (19) to the end

of the proof. This gives us for any ε > 0 that

E
[|̃Zl(tm,i) − Z̃l(π(tm,i))|rerγ Z̃l(tm,i)

] ≤ C2−mr+mε+lεeu′ r 2sγ 2

2 log(2)l

for some constant C > 0. A similar bound holds also for

E
[|̃Zl(tm,i) − Z̃l(π(tm,i))|rerγ Z̃l(π(tm,i))

]
.

Thus, we have

E eγ supt∈L Z̃l(t) ≤ Ceu′ γ 2

2 log(2)l + Ceu′ rsγ 2

2 log(2)l
∞∑

m=1

2
1
r (m(1−r)+(m+l)ε),

and choosing r, s, u′ > 1 close enough to 1 and then ε small enough so that the series

converges and u′ rsγ 2

2 + ε ≤ u proves the claim (note that all the estimates used are

uniform in x ∈ J2).

It remains to show (19). We will again use a chaining argument, but this time in

a higher-dimensional cube. Define yet another process W(y) = Zl(y, t, x) − Zl(y, t′, x) with
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Non-Gaussian Multiplicative Chaos 17

t, t′, and x regarded as fixed. This time we divide the n − 1-dimensional cube J1 into

dyadic subcubes. Let again Dm denote the cubes on the mth level, that is, the ones with

side length 2−l−m, and pick a point ym,i ∈ Dm, m ≥ 0, 1 ≤ i ≤ 2m(n−1) from each cube

with π(ym,i) denoting the point of the parent cube of ym,i. As before, we have

sup
y∈J1

|W(y)| ≤ |W(y0,1)| +
∞∑

m=1

sup
i∈{1,...,2m(n−1)}

|W(ym,i) − W(π(ym,i))|

≤ |W(y0,1)| +
∞∑

m=1

( 2m(n−1)∑

i=1

|W(ym,i) − W(π(ym,i))|s
)1/s

,

where s > 1 is some number to be determined later. Let p be as in (19) and assume that

s > p. Taking the L p(�)-norm and applying Minkowski and Jensen inequalities we get

‖ sup
y∈J1

|W(y)|‖L p ≤ ‖W(y0,1)‖L p +
∞∑

m=1

(
E

( 2m(n−1)∑

i=1

|W(ym,i) − W(π(ym,i))|s
)p/s)1/p

≤ ‖W(y0,1)‖L p +
∞∑

m=1

( 2m(n−1)∑

i=1

E |W(ym,i) − W(π(ym,i))|s
)1/s

.

The 1st term can be bounded from above by using (5) and Lemma 6, yielding

‖W(y0,1)‖L p ≤ C̃p2l|t − t′|, where C̃p > 0 is a constant. We split the remaining series

into two parts, depending on whether 2−m−l is smaller or larger than |t − t′|. For the tail

when 2−m−l is smaller we use the estimate

E |W(ym,i) − W(π(ym,i))|s ≤ 2s
E |Zl(ym,i, t, x) − Zl(π(ym,i), t, x)|s

+ 2s
E |Zl(ym,i, t′, x) − Zl(π(ym,i), t′, x)|s

≤ Cs2
s+1+ls−(m+l)s ≤ C̃s2

−ms,

while for |t − t′| smaller than 2−m−l we use the estimate

E |W(ym,i) − W(π(ym,i))|s ≤ 2s
E |Zl(ym,i, t, x) − Zl(ym,i, t′, x)|s

+ 2s
E |Zl(π(ym,i), t, x) − Zl(π(ym,i), t′, x)|s

≤ Cs2
s+1+ls|t − t′|s ≤ C̃s2

ls|t − t′|s.
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18 J. Junnila

Here, C̃s > 0 is some constant. We thus get for s > n − 1 that

‖ sup
y∈ J1

|W(y)|‖Lr ≤ C1/r
r 2l|t − t′| +

⌊
log2

1
|t−t′ |

⌋
−l

∑

m=1

(C̃s2
m(n−1)+ls|t − t′|s)1/s

+
∞∑

m=
⌊

log2
1

|t−t′ |
⌋
−l

(C̃s2
m(n−1−s))1/s

≤ C2l|t − t′|1− n−1
s

for some constant C > 0. This is enough since we can choose s so large that n−1
s r < ε. �

Proof of Proposition 12. We may assume that p > 1 is so small that α − p Re β > 0.

Then

|El(x)|p � e p(Re β)Zl(x)−p (Re β)2−(Im β)2

2 E Zl(x)2

and

1Al(x) ≤ e(α−p Re β)Zl(x)−(α−p Re β)αE Zl(x)2
,

so

sup
x∈ J

|El(x)|p1Al(x) � eα supx∈ J Zl(x)−p (Re β)2−(Im β)2

2 E Zl(x)2−(α−p Re β)αE Zl(x)2
.

By Lemma 13 we thus get for any u > 1 that

E sup
x∈ J

|El(x)|p1Al(x) � e
uα2

2 log(2)l−p (Re β)2−(Im β)2

2 E Zl(x)2−(α−p Re β)αE Zl(x)2
,

and by choosing u and p sufficiently close to 1, we may make the exponent as close to

[
− (α − Re β)2

2
+ (Im β)2

2

]
log(2)l

as we wish, which proves the claim. �

Having proved all the auxiliary results we need, we will now finish with the

proof of Theorem 5. Let n ≥ 1 and set N = tn − 1 (recall that tn was defined in (9)). We

may then write μN( f ; β) as the sum

μN( f ; β) =
n∑

l=0

∫

I
f (x)En(x)1Al(x)1Bl,n(x) dx.
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Non-Gaussian Multiplicative Chaos 19

Here the lth term of the sum contains the contribution from those points for which the

last time the field is exceptionally large is l. By Minkowski’s and Jensen’s inequalities it

follows that for p ∈ (1, 2) we have

‖μN( f ; β)‖L p(�)

≤
n∑

l=0

2d(l+c)∑

i=0

∥∥∥∥∥

∫

Il,i
f (x)En(x)1Al(x)1Bl,n(x) dx

∥∥∥∥∥
L p(�)

≤
n∑

l=0

2d(l+c)∑

i=0

⎛

⎜⎝E

⎡

⎢⎣

⎛

⎝E

⎡

⎣
∣∣∣∣∣

∫

Il,i
f (x)En(x)1Al(x)1Bl,n(x) dx

∣∣∣∣∣

2 ∣∣∣Fl

⎤

⎦

⎞

⎠
p/2
⎤

⎥⎦

⎞

⎟⎠

1/p

,

where c > 0 is a constant depending on d, and for fixed l the sets Il,i ⊂ I are dyadic

subcubes of I with side length 2−l−c. (The reason we do not take the side length of the

cubes to be exactly 2−l here is because the assumption in Proposition 11 requires their

diameter to be at most 2−l−1. It is enough to take c = �log2(2
√

d)�.) By Propositions 11

and 12 we obtain for small enough p that

‖μN( f ; β)‖L p(�) � ‖f ‖∞
n∑

l=0

c2dl∑

i=0

2−dl(
E [sup

x∈Il,i
|El(x)|p1Al(x)]

)1/p

� ‖f ‖∞
n∑

l=0

c2dl∑

i=0

2−dle−εl/p � ‖f ‖∞.

Thus, we have proven the L p boundedness along the subsequence μtn−1, and since the L p

norms of a martingale are increasing, it follows that the whole sequence μn has bounded

L p norms. It is clear that the p > 1 for which we get the bound depends continuously on

β. We obtain thus an open set U containing (0,
√

2d) such that for any compact K ⊂ U

there exists p > 1 for which we have the uniform L p(�)-boundedness of μn( f ; β), β ∈ K.

To get rid of the assumption that δ >
√

d, we can partition I into a finite number

of dyadic cubes Ik, 1 ≤ k ≤ m, with diameter less than δ. By Minkowski’s inequality

we have

‖μn( f ; β)‖L p(�) ≤
m∑

k=1

‖μn( f χIk ; β)‖L p(�)

and the above proof works for every summand, which yields the result in the case of

general δ.

Finally, we will prove the analyticity in β by considering μn( f ; ·) as an element

of a suitable function space possessing the Radon–Nikodym property. In the context
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20 J. Junnila

of multiplicative chaos theory such considerations have previously appeared in [2, 12].

Let B2r = B(β0, 2r) ⊂ U be an open ball of radius 2r > 0 and let p > 1 be such that

E |μn( f ; z)|p is uniformly bounded both in z ∈ Br and n ≥ 1. Then almost surely for all

n ≥ 1 the function z �→ μn( f ; z) belongs to the Bergman space Ap(Br) = L p(Br) ∩ H(Br),

where H(Br) is the space of analytic functions on Br. As a closed subspace of L p(Br) the

space Ap(Br) has the Radon–Nikodym property [8, Theorem 1.3.18]. Hence, the uniform

boundedness

E ‖μn( f ; ·)‖p
Ap(Br)

=
∫

Br

E |μn( f ; x + iy)|p dx dy ≤ |Br| sup
n≥1

sup
z∈Br

E |μn( f ; z)|p < ∞

for n ≥ 1 of the Bergman norm in L p(�) implies that the Ap(Br)-valued martingale

μn( f ; z) converges almost surely in Ap(Br). (See for instance [8, Theorem 3.3.16].) In

particular we have uniform convergence on all compact subsets of Br to an analytic

function z �→ μ( f ; z). This finishes the proof of Theorem 5.

As indicated in Remark 2, it is rather straightforward to improve the conver-

gence μn( f ; β) → μ( f ; β) for fixed test functions f to convergence in a suitable negative-

index Sobolev space.

Lemma 14. Let Ws(Td) be the L2-Sobolev space on the d-dimensional torus, which we

identify with [0, 1)d. Then the sequence μn converges in Ws(Td) for all s < −d.

Proof. The norm in Ws(Td) is given by

‖ϕ‖Ws(Td) =
√∑

k∈Zd

(1 + |k|2)s|ϕ̂(k)|2,

where

ϕ̂(k) =
∫

I
ϕ(x)e−2π ik·x dx.

In particular we have

E ‖μn‖p
Ws(Td)

≤
∑

k∈Zd

(1 + |k|2)sp/2
E |μ̂n(k)|p �

∑

k∈Zd

(1 + |k|2)sp/2,

where 1 < p < 2 is given by Theorem 5 and the 1st inequality follows from the

subadditivity of x �→ xp/2. If we take s < −d, we see that the martingale μn is bounded

in L p(�; Ws(Td)). Because Ws(Td) is reflexive, it has the Radon–Nikodym property

[8, Theorem 1.3.21], and hence μn converges in Ws(Td). �
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Non-Gaussian Multiplicative Chaos 21

We will close this section by giving a short argument that in the case β is real

and greater than
√

2d, the resulting measure is almost surely degenerate.

Lemma 15. Let β >
√

2d be real. Then almost surely μ(I; β) = 0.

Proof. It is enough to show that liml→∞ E | ∫I El(x) d x|p = 0 for some p < 1. Let

Il,j, j = 1, 2, . . . , 2ld be a dyadic partition of I into subcubes of side length 2−l. We have by

the subadditivity of the map t �→ tp that

E

∣∣∣
∫

I
El(x) dx

∣∣∣
p = E

∣∣∣
2ld∑

j=1

∫

Il, j

El(x) dx
∣∣∣
p ≤

2ld∑

j=1

E

∣∣∣
∫

Il, j

El(x) dx
∣∣∣
p ≤

2ld∑

j=1

2−ldp
E sup

x∈Il, j

|El(x)|p.

Using Lemma 13 we see that this is less than some constant times

2ld∑

j=1

2−ldpe−p β2

2 log(2)leu p2β2

2 log(2)l = 2l(d(1−p)−p β2

2 +u p2β2

2 ),

where u > 1 can be chosen arbitrarily close to 1. Let p = 1 − ε and u = 1 + ε2 and define

h(ε) = d(1 − p) − p
β2

2
+ u

p2β2

2
= β2

2
ε4 − β2ε3 + β2ε2 − (β2

2
− d

)
ε.

We are done if we can find ε > 0 such that h(ε) < 0, and such an ε exists because h(0) = 0

and h′(0) = −β2

2 + d < 0. �

3 Examples

In this section we consider two basic examples of non-Gaussian chaos measures to

which our results apply. In the end we also discuss some open questions.

3.1 The non-Gaussian Fourier series

As our 1st application of Theorem 5 we will prove Theorem 1. Recall that we are

interested in the random Fourier series

∞∑

k=1

Xk(x) =
∞∑

k=1

1√
k

(Ak cos(2πkx) + Bk sin(2πkx)),

where Ak and Bk are i.i.d. random variables satisfying E e λA1 < ∞ for all λ ∈ R.

The assumptions of Theorem 5 are fairly straightforward to establish.
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22 J. Junnila

Proof of Theorem 1. The moment condition (4) is clear. The derivative of Xk in this

case is

X ′
k(x) = 2π

√
k(−Ak sin(2πkx) + Bk cos(2πkx)),

and it is easy to check that its supremum is

2π
√

k
√

A2
k + B2

k,

whose rth moment is of order kr/2. Hence, there exists a constant C > 0 such that

n∑

k=1

E | sup
x∈I

X ′
k(x)|r ≤ Cnr/2+1.

On the other hand, e r
∑n

k=1 EXk(0)2 = er log(n)+O(1) is of order nr so (7) clearly holds.

It remains to verify that the field has a locally log-correlated structure. The con-

dition EXk(x)2 → 0 obviously holds. In (3) we choose δ = 1
2 . Notice that

∑n
k=1 EXk(0)2 =

log(n) + O(1). Assume first that |x − y| ≤ 1/n. Then

min(log
1

|x − y| ,
n∑

k=1

EXk(0)2) = log(n) + O(1).

On the other hand,

n∑

k=1

EXk(x)Xk(y) =
n∑

k=1

cos(2πk(x − y))

k

=
n∑

k=1

1 + O(k2(x − y)2)

k
= log(n) + O(1),

which shows that (3) holds in this case. Assume then that 1
2 ≥ |x − y| > 1/n. In this case

min(log
1

|x − y| ,
n∑

k=1

EXk(0)2) = log
1

|x − y| + O(1) = log
1

2 sin(π |x − y|) + O(1)

=
n∑

k=1

cos(2πk(x − y))

k
+

∞∑

k=n+1

cos(2πk(x − y))

k
+ O(1),

and it is enough to show that

∞∑

k=n+1

cos(2πk(x − y))

k
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Non-Gaussian Multiplicative Chaos 23

is bounded. Let

Rn(t) =
∞∑

k=n+1

cos(2πkt)

k
= Re

∞∑

k=n+1

e2π ikt

k
.

For all N ≥ n + 1 we have

N∑

k=n+1

e2π ikt

k
=

N∑

k=n+1

e2π ikt
∫ 1

0
rk−1 dr =

∫ 1

0

e2π i(N+1)trN − e2π i(n+1)trn

e2π itr − 1
dr,

and since we have the inequalities

|e2π itr − 1| ≥
⎧
⎨

⎩
1, when 1

2 ≥ |t| ≥ 1
4 ,

sin(2πt), when |t| ≤ 1
4 ,

we see that for fixed |t| > 0 the denominator is bounded and hence we may take limit as

N → ∞ to get

|Rn(t)| ≤
∫ 1

0

rn

|e2π itr − 1| dr.

If 1
2 ≥ |t| ≥ 1

4 , we have |Rn(t)| ≤ ∫ 1
0 rn dr = 1

n+1 and similarly if 0 < |t| ≤ 1
4 , we have

|Rn(t)|≤ 1
(n+1) sin(2πt) . This shows the boundedness of |Rn(x − y)| when 1

2 ≥|x − y| ≥ 1
n . �

3.2 Chaos induced by dilations of a stationary process

Our 2nd example is a small variation of the one given by Mannersalo, Norros, and Riedi

in [15]. In their paper random measures of the form

∏
�k(bkx) dx

were studied on the real line. Here �k are nonnegative stationary i.i.d. random processes

with expectation 1, dx is the one-dimensional Lebesgue measure, and b > 1 is a

constant.

In the present example we define

Xk(x) = akYk(bkx), (20)

where Yk are i.i.d. continuous, centered, and stationary random fields on Rd with the

covariance function

EYk(x)Yk(y) = f (|x − y|)
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and ak, bk > 0 are constants. Thus, the case ak = 1, bk = bk would allow us to write

�k(x) = eYk(bkx)

E eYk(bkx)
and obtain the situation of [15]. We are not, however, quite able to con-

sider this particular case since our method requires weak decay from the coefficients ak.

First of all, we assume that

E eλYk(0) < ∞ (21)

for all λ ∈ R and that Yk(x) satisfies the regularity condition

E |Yk(x) − Yk(y)|r ≤ Cr|x − y|r for all r ≥ 2, (22)

where Cr > 0 is a constant that may depend on r. Furthermore, we require that for all

t > 0 we have

f (t) = 1 + O(t) and f (t) = O(t−δ) (23)

for some δ > 0.

As a side remark, notice that if (22) holds for some sequence rn → ∞, then by

Hölder’s inequality it holds for all r ≥ 2.

For this model we obtain the following result.

Theorem 16. Let ak > 0 be such that

lim
k→∞

ak = 0,
∞∑

k=1

a2
k = ∞, and

∞∑

k=1

a3
k < ∞.

Assume that bk are of the form

bk = exp(ck +
k∑

j=1

a2
j ),

where ck ∈ R satisfy supk≥1 |ck| < ∞. Then the conclusions of Theorem 1 hold for the

chaos measures

dμn = e
∑n

k=1 akYk(bkx)

E e
∑n

k=1 akYk(bkx)
dx,

where Yk is assumed to satisfy (21), (22), and (23).

Toward the proof of the above result, we define

An =
n∑

k=1

EXk(0)2 =
n∑

k=1

a2
k, n ≥ 1.

We then have the following lemma.
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Lemma 17. Let α ∈ R, α �= 0. Then there exists Cα > 0 such that

n∑

k=m

a2
keαAk ≤ Cα|eαAn − eαAm−1 |

for all n ≥ m ≥ 1.

Proof. Assume first that α > 0. We have

n∑

k=m

a2
keαAk =

n∑

k=m

(Ak − Ak−1)eαAk .

Let S = supk≥1 a2
k. Since ak → 0, there exists k0 ≥ 1 such that for k ≥ k0 we have

Ak − Ak−1 ≤ 1. The elementary inequality x ≤ S
1−e−αS (1 − e−αx) for 0 ≤ x ≤ S gives us

n∑

k=m

a2
keαAk ≤ Cα

n∑

k=m

(eαAk − eαAk−1) = Cα(eαAn − eαAm−1),

where Cα = S
1−e−αS .

On the other hand, if α < 0, then we have the inequality x ≤ −1
α

(e−αx − 1) for

x ≥ 0. Thus,

n∑

k=m

a2
keαAk ≤ Cα

n∑

k=m

(eαAk−1 − eαAk) = Cα(eαAm−1 − eαAn),

where Cα = −1
α

. �

Proof of Theorem 16. Once again, it is enough to check the assumptions of Theorem 5.

We will start by showing that we have a locally log-correlated structure. For this it is

enough to verify that (3) holds, the other conditions being trivial. Assume first that n ≥ 1

and x, y ∈ I are such that An < log 1
|x−y| holds. Then by Lemma 17 the left-hand side

of (3) satisfies the inequality

∣∣∣
n∑

k=1

EXk(x)Xk(y) − An

∣∣∣ ≤
n∑

k=1

a2
k| f (bk|x − y|) − 1| �

n∑

k=1

a2
kbk|x − y|

�
n∑

k=1

a2
ke Ak |x − y| � (1 + eAn)|x − y| � 1. (24)
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Thus, (3) holds in this case. Assume then that An ≥ log 1
|x−y| and let N be the last index

for which AN < log 1
|x−y| . In this case we have

n∑

k=1

EXk(x)Xk(y) − log
1

|x − y| = [
N∑

k=1

a2
k f (bk|x − y|) − AN ]

+ [AN − log
1

|x − y| ] +
n∑

k=N+1

a2
k f (bk|x − y|).

The 1st term on the right-hand side is bounded by (24) and the 2nd term is bounded

simply by the way AN was chosen. Finally, again by Lemma 17, we have

n∑

k=N+1

a2
k| f (bk|x − y|)| �

n∑

k=N+1

a2
kb−δ

k |x − y|−δ � |x − y|−δe−δAN .

Since e−δAN ≈ |x − y|δ, we see that (3) holds also in this case.

Next we will verify the regularity conditions (4) and (5). Clearly, the requirement

supx∈I E e λXk(x) < ∞ holds by assumption (21). Moreover, we have

(
E |Xk(x)|3+ε

) 3
3+ε = a3

k

(
E |Yk(0)|3+ε

) 3
3+ε

,

and thus (4) holds. Finally, we have

n∑

k=1

E |Xk(x) − Xk(y)|r ≤ Cr

n∑

k=1

ar
kbr

k|x − y|r � Crbr
n|x − y|r � Crer

∑n
k=1 a2

k |x − y|r

by Lemma 17, so (6) holds and therefore also the condition (5) follows. �

To illustrate the relationship between ak and bk in Theorem 16, we mention the

following corollary.

Corollary 18. Theorem 16 holds in the following three cases:

• ak = k−α for some 1
3 < α < 1

2 and bk = e
k1−2α

1−2α ,

• ak = k−1/2 and bk = k, or

• ak = (k log k)−1/2 and bk = log k when k ≥ 2 and a1 = b1 = 0.

As an example of stationary process for which our theorem is valid one can take

a stationary Gaussian process Y(x) whose covariance function f satisfies f (t) = 1+O(t2)
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and decays like t−δ for some δ > 0. Indeed, in this case we have

E |Y(x) − Y(y)|r �r (E |Y(x) − Y(y)|2)
r
2 = 2

r
2 (1 − f (|x − y|)) r

2 �r |x − y|r.

A very simple non-Gaussian example is given by Y(x) = A cos(x + U), where A

and U are independent, U is uniformly distributed in [0, 2π), EA = 0, EA2 = 2, and

E e λA < ∞ for all λ ∈ R. It is easy to construct more complicated families of non-

Gaussian stationary processes satisfying the conditions of the theorem.

3.3 Open questions

On the foundational level several questions are widely open in the case of non-Gaussian

chaos. An important property of Gaussian chaos is universality, that is, independence

of the chaos of the approximation used. For results in this direction, see, for example

[9, 19, 22]. No such general results are known in the non-Gaussian case. Another

interesting open problem is the construction of critical chaoses.

Moreover, it would be interesting to study the finer properties of the resulting

chaoses. For example, can one determine the multifractal spectrum of the measure?

Is it possible to determine the exact L p-integrability or the tail behavior of the total

mass? In general one may try to examine what are the differences and similarities of

these measures to their Gaussian counterparts.
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IMAGINARY MULTIPLICATIVE CHAOS: MOMENTS, REGULARITY AND
CONNECTIONS TO THE ISING MODEL

JANNE JUNNILA, EERO SAKSMAN, AND CHRISTIAN WEBB

Abstract. In this article we study imaginary Gaussian multiplicative chaos – namely a family of
random generalized functions which can formally be written as eiX(x), where X is a log-correlated
real-valued Gaussian field on Rd, i.e. it has a logarithmic singularity on the diagonal of its covariance.
We study basic analytic properties of these random generalized functions, such as what spaces of
distributions do these objects live in, along with their basic stochastic properties, such as moment and
tail estimates.

After this, we discuss connections between imaginary multiplicative chaos and the critical planar
Ising model, namely that the scaling limit of the spin field of the so called critical planar XOR-Ising
model can be expressed in terms of the cosine of the Gaussian free field, i.e. the real part of an
imaginary multiplicative chaos distribution. Moreover, if one adds a magnetic perturbation to the
XOR-Ising model, then the scaling limit of the spin field can be expressed in terms of the cosine of
the sine-Gordon field, which can also be viewed as the real part of an imaginary multiplicative chaos
distribution.

The first sections of the article have been written in the style of a review, and we hope that the
text will also serve as an introduction to imaginary chaos for an uninitiated reader.

1. Introduction

We begin this introduction with Section 1.1, where we informally review what log-correlated fields
and multiplicative chaos are as well as their role in modern probability theory and applications. Then
in Section 1.2, we state our main results concerning the existence and basic properties of imaginary
multiplicative chaos. After this, we move to Section 1.3, where we discuss our results concerning the
Ising model and Section 1.4, where we discuss some applications in random matrix theory. Finally in
Section 1.5, we give an outline of the remainder of the article.

1.1. Background on log-correlated fields and multiplicative chaos. Log-correlated fields –
namely real-valued random generalized functions on Rd with a logarithmic singularity on the diagonal
of the covariance kernel1 – have emerged as an important class of objects playing a central role
in various probabilistic models. For example, one encounters them when studying the statistical
behavior of the Riemann zeta function on the critical line [2, 40, 68, 75], characteristic polynomials
of large random matrices [47, 41, 74], combinatorial models for random partitions of integers [50],
certain models of mathematical finance [73, Section 5], lattice models of statistical mechanics [55],
construction of conformally invariant random planar curves such as Stochastic Loewner evolution
[3, 77], the random geometry of two-dimensional quantum gravity and scaling limits of random planar
maps [22, 56, 32, 67], growth models [12], and statistical properties of disordered systems [17]. A
typical example of a log-correlated field is the two-dimensional Gaussian free field, namely the centered
Gaussian process on a planar domain with covariance given by the Green’s function of the domain
with some prescribed boundary conditions. In the planar case, a log-correlated field can be seen as a
model for a generic random surface.

In many of the above cases, a central goal is to understand geometric properties of the object
described in terms of the log-correlated field. One might for example be interested in understanding
how the maximum of the field behaves or one might be interested in the Hausdorff dimensions of level
sets of the field. As the field is a rough object – a random generalized function instead of a random
function – it is not obvious that any of these notions make sense. Nevertheless, in some specific
situations, precise sense can be made of such questions – for such studies, see e.g. [1, 2, 17, 19, 29, 39,

1For precise definitions in the Gaussian setting, see Section 2.
1



40, 58, 59, 65, 68, 72]. In some approaches to such geometric questions, an important role is played by
a family of random measures which can be formally written as the exponential of the log-correlated
field multiplied by a real parameter: eβX(x)dx, where X is the log-correlated field and β > 0. The
rigorous construction of these measures requires a regularization and renormalization procedure since
a priori, one can not exponentiate a generalized function. The theory of these random measures goes
under the name of multiplicative chaos and its foundations were laid by Kahane [53]; see also [73] for
a recent review of the theory and [9] for an elegant and concise construction of the family of measures.
The connection between multiplicative chaos and the geometry of the field can be seen e.g. in [73,
Section 4] or the approach of [9]. In addition to being of importance in geometric studies, multiplicative
chaos measures also a play an important role in a rigorous definition of so-called Liouville field theory
– an example of a quantum field theory with certain symmetries under conformal transformations;
for details, see e.g. [22, 56].

The importance of these multiplicative chaos measures suggests posing the question of whether one
can make sense of similar objects for complex values of the parameter β in the definition of eβX(x),
or more generally can one consider similar objects for complex log-correlated fields2. Moreover, if one
can make sense such objects, what properties do they have, where do they arise, and do they perhaps
say something about the geometry of the field X? Indeed, such objects have been studied – see e.g.
[6, 57] – and also show up naturally when studying the statistics of the Riemann zeta function on the
critical line and characteristic polynomials of random matrices – see [75]. We also point out that, at
least on a formal level, the situation where the parameter β is purely imaginary plays a central role
in the study of so-called imaginary geometry – see [66].

The purpose of this article is to study in more detail a particular case of such complex multiplicative
chaos in that we consider the situation where the relevant parameter is purely imaginary: we consider
objects formally written as eiβX(x), where β ∈ R, and X is a real-valued Gaussian log-correlated field
– imaginary Gaussian multiplicative chaos. We have two primary goals for this article. The first one
is to study the basic properties of these objects as random generalized functions. Thus we investigate
their analytic properties – namely show that the relevant objects exist as certain random generalized
functions and study their smoothness properties – and also their basic probabilistic properties – namely
provide moment and tail estimates for relevant quantities built from this imaginary chaos. In this
latter part the main novelty of our results is that they deal with general log-correlated fields, contrary
to previous studies dealing with the Gaussian free field, as it turns out that the general case requires
new tools. Our second goal is to prove that imaginary multiplicative chaos is a class of probabilistic
objects arising naturally e.g. in models of statistical mechanics.3 In addition to these primary goals, we
use an example from random matrix theory to illustrate that there are some subtleties in constructing
multiplicative chaos, both in the real and imaginary case.

As we suspect that imaginary multiplicative chaos will play a prominent role in different types of
probabilistic models, we have tried to write this article in a format similar to a survey article. In
particular, we review basic properties of imaginary multiplicative chaos and discuss different types of
results in a style which is hopefully accessible to readers of various backgrounds and interests.

We now turn to discussing more precisely our main results.

1.2. Main results on basic properties of imaginary multiplicative chaos.
Naturally the starting point in discussing basic properties of imaginary multiplicative chaos is the

existence of imaginary multiplicative chaos. That is, given a centered Gaussian process X taking
values in some space of generalized functions, and (formally) having a covariance kernel of the form

(1.1) CX(x, y) = EX(x)X(y) = log |x− y|−1 + g(x, y),

2That is random fields whose real and imaginary parts are real-valued log-correlated fields.
3On a possibly related issue, we remark that we suspect that as suggested in the theoretical physics literature,

imaginary multiplicative chaos can be used to give a rigorous definition of the Coulomb gas formulation of some conformal
field theories, though we do not discuss this further here.
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where g is say locally bounded (see Section 2 for details), we want to make sense of eiβX(x) in some
way. Some results of this flavor actually exist already – see e.g. [6, 57],4 but there are many natural
questions that remain unanswered about the objects. More precisely, [6, 57] impose some assumptions
on the function g, that one would expect to be rather unnecessary, and based on their results, very
little can be said about the analytic properties of the objects eiβX(x) – are they possibly random
smooth functions, are they random complex measures, or are they random generalized functions?
Also probabilistic properties such as precise tail estimates are not studied in [6, 57], though we do
refer to [61, Appendix A], where such questions are studied in the setting of the Gaussian free field.
Hence, one of our main goals is to address these issues, namely to study imaginary chaos for a rather
general class of covariances CX , to describe nearly optimal regularity results, as well as probabilistic
results such a moment and tail estimates.

We now describe the setting of our first result concerning existence and uniqueness of imaginary
chaos for rather general covariances CX . As X is a random generalized function instead of an honest
function, eiβX(x) can not be constructed in a naive way. Instead, one must construct it through
a regularization and limiting procedure. More precisely, we introduce suitable approximations to
X, which are honest functions and which we call standard approximations Xn – see Definition 2.7
for a precise definition. Standard approximations always exist – a typical example of a standard
approximation is convolving X with a smooth bump function; see Lemma 2.8 for details. One would
then expect that the correct way to construct eiβX(x) is as a limit of the sequence eiβXn(x)+

β2

2
E [Xn(x)2].

This turns out to be partially true – as proven in [57] under some further assumptions on CX and for
a rather particular approximation, this sequence has a non-trivial limit for5 0 < β <

√
d. For larger

β, it was shown in [57] that (once again under certain assumptions on CX) that one can multiply
eiβXn(x) by a suitable deterministic n-dependent factor to obtain convergence to complex white noise.
As white noise is a well understood object, we have chosen to focus on the regime 0 < β <

√
d in this

article. In addition to being able to construct eiβX(x) as a limit of eiβXn(x)+
β2

2
EXn(x)2 , one might hope

that the limiting object would not depend very much on how we approximated X – this is indeed
confirmed by one of our results. Finally, as mentioned in the previous section, the limiting object is
rather rough; a generalized function instead of an honest function so we formulate convergence in a
suitable Sobolev space of generalized functions – we refer the reader wishing to recall the definition
of the Sobolev space Hs(Rd) to the beginning of Section 2.2. The precise statement concerning all
these issues is the following theorem.

Theorem 1.1. Let (Xn)n≥1 be a standard approximation of a given log-correlated field X on a domain
U ⊂ Rd satisfying the assumptions (2.1) and (2.2) (see also Definition 2.7 for a precise definition of
a standard approximation). When 0 < β <

√
d, the functions

µn(x) = eiβXn(x)+
β2

2
E [Xn(x)2],

understood as zero outside of U , converge in probability in Hs(Rd) for s < −d
2 . The limit µ is a non-

trivial random element of Hs(Rd), supported on U.

Moreover, suppose that Xn and X̃n are two sequences of standard approximations of the same log-
correlated field X (satisfying assumptions (2.1) and (2.2) below), living on the same probability space,
and satisfying

(1.2) lim
n→∞

EXn(x)X̃n(y) = CX(x, y),

where convergence takes place in measure on U ×U. Then the corresponding imaginary chaoses µ and
µ̃ are equal almost surely.

4In the setting of the Gaussian free field, a very similar question though with a different emphasis has been considered
already in [37]; a study related to the sine-Gordon model – see Section 1.3 for further discussion about the sine-Gordon
model and its relationship to imaginary chaos.

5Note that as we are dealing with a centered Gaussian field, −X
d
= X so results for −

√
d < β < 0 can be obtained

from the 0 < β <
√
d case.
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Our proof of this theorem, which does not rely on martingale theory as in [6, 57], is a rather basic
probabilistic argument involving calculating second moments of objects such as

∫
f(x)µn(x)dx for

suitable f – the proof is the main content of Section 3.1. We wish to point out here that one can
show that different convolution approximations satisfy the condition (1.2) so this theorem shows that
the limiting random variable µ is indeed unique at least if one restricts one’s attention to convolution
approximations.

As discussed earlier, one of our main goals in this article is to understand (essentially optimal)
regularity properties of the object µ. While convergence in the space Hs(Rd) with s < −d

2 means
that µ can not be terribly rough, it does not say that µ isn’t say a C∞-function. The following result,
which is our main result concerning analytic properties of imaginary multiplicative chaos, rules out
this kind of possibility, or even the possibility that µ would be a complex measure. As this means
that µ is a true generalized function, we also study more extensively to which spaces of generalized
functions does µ belong to and essentially extract its optimal regularity. For a reminder of the relevant
spaces of generalized functions: Bs

p,q, Triebel spaces, etc., along with their uses, we refer the reader
again to Section 2.2.

Theorem 1.2. Let µ be the imaginary multiplicative chaos given by Theorem 1.1 and let 1 ≤ p, q ≤ ∞.
Then the following are true.

(i) µ is almost surely not a complex measure.
(ii) We have almost surely µ ∈ Bs

p,q,loc(U) when s < −β2

2 and µ /∈ Bs
p,q,loc(U) when s > −β2

2 .
(iii) Assume moreover that the function g from (1.1) satisfies g ∈ L∞(U × U) or that X is the

GFF with zero boundary conditions – see Example 2.6. Then almost surely µ ∈ Bs
p,q(R

d) when
s < −β2

2 .
(iv) Analogous statements hold for Triebel spaces with p, q ∈ [1,∞).

For obtaining upper bounds on regularity, our proof of this theorem relies on estimating low order
moments of µ(fk) for a suitable sequence of (random) test functions, while for lower bounds we
combine the Fourier-analytic definition of Besov spaces with moment estimates of µ(f) for general
deterministic f – the details of the proof are presented in Section 3.3.

Having described our main results concerning analytic properties of imaginary multiplicative chaos,
we move onto basic probabilistic properties of it. The main question we wish to answer is what can be
said about the law of µ(f) = limn→∞

∫
eiβXn(x)+

β2

2
E [Xn(x)2]f(x)dx for a given f ∈ C∞

c (U). Our study
of this question is through analysis of moments of µ(f). The existence of all positive moments is one of
the main things that makes imaginary multiplicative chaos special compared to real or general complex
chaos. More precisely, if one considers general complex multiplicative chaos, formally written as eβX(x)

with Re(β) 6= 0, then it is known that generically E |
∫
f(x)eβX(x)|k will be finite only for 0 ≤ k ≤ k0 for

some finite k0. We will show that for purely imaginary chaos, all moments exist. Moreover, as we will
see, the moments grow slowly enough for the law of the random variable µ(f) to be characterized by
the moments Eµ(f)kµ(f)l, with k, l non-negative integers. A similar phenomenon has been observed
for a particular model of what might be called signed multiplicative chaos – see [7].

The fact that the moments µ(f) grow slowly enough to determine the distribution for a particular
variant of the Gaussian free field (corresponding to g = 0 in (1.1)) follows from the work in [45, 61].
Interesting related estimates in connection with the sine-Gordon model are obtained in [46]. However,
the case of general g in (1.1) leads to surprising complications. Our analysis of moments is based
on variants and generalizations of a famous inequality originally due to Onsager [71], that is often
called Onsager’s lemma (see e.g. [34]), or the electrostatic inequality (see e.g. [45]), as it involves the
Green’s function of the Laplacian in its original form. As we are not focusing on the Green’s function,
we find it more suitable to simply refer to our inequalities as Onsager (type) inequalities. As these
Onsager inequalities are not directly properties of multiplicative chaos, we don’t record them in this
introduction, but refer the reader to Section 3.2 – see Proposition 3.6, Theorem 3.8, and Proposition
3.9. Of these results, we prove in Section 3.2 Proposition 3.6 and Proposition 3.9 which apply in the
case d = 2. We prove Theorem 3.8, which applies for d 6= 2, in a separate article [52]. There the

4



proof of Theorem 3.8 is based on a non-trivial decomposition result for log-correlated fields, which
has several other applications as well, and we hence find it more suited for a separate publication.
While one might argue that the most interesting log-correlated fields are variants of the Gaussian free
field in two dimensions, we chose to present results for general d as there are natural one-dimensional
log-correlated fields arising e.g. in random matrix theory [41, 47] and also four-dimensional ones
arising in the study of the uniform spanning forest – see [60].

Given our Onsager inequalities, we may then deduce that all positive integer moments of imaginary
multiplicative chaos are finite, and in fact grow slowly enough to determine the law of imaginary
chaos – which can be seen as another kind of uniqueness result. More precisely, we have the following
result, which requires some further regularity from the covariance of our log-correlated field.

Theorem 1.3. Let X be a log-correlated field on U ⊂ Rd satisfying the conditions (2.1) and (2.2).
Let 0 < β <

√
d and µ be the random generalized function provided by Theorem 1.1. Then for

f ∈ C∞
c (U), E |µ(f)|k < ∞ for all k > 0. For d = 2, assume further that the function g from (2.1)

satisfies g ∈ C2(U × U) and for d 6= 2, assume that g ∈ Hd+ε
loc (U × U) for some ε > 0.6 Then there

exists a constant C > 0 independent of f and N such that for N ∈ Z+

E |µ(f)|2N ≤ ‖f‖2N∞ CNN
β2

d
N .

In particular, the law of µ(f) is determined by the moments Eµ(f)kµ(f)l with l, k non-negative
integers and E eλ|µ(f)| <∞ for all λ > 0.

In the special case of d = 2, f = 17, and g = 0, such moments can in fact be interpreted as the canonical
partition function of the so-called two-dimensional two-component plasma or neutral Coulomb gas.
The connection between this model and imaginary multiplicative chaos was noted in [61, Appendix
A], where using the main results of [61], very precise asymptotics for these moments were derived.
Moreover, using these precise asymptotics, precise estimates for the tail of the distribution of the
random variable one might formally write as |µ(1)| were derived. In this spirit, we combine Theorem
1.3 and Proposition 3.14 to obtain similar but slightly weaker results for general d, g, f :

Theorem 1.4. Let X be a log-correlated field on U satisfying the conditions (2.1) and (2.2). Assume
further that the function g from (2.1) satisfies the following condition: if d = 2, g ∈ C2(U × U) and
if d 6= 2, g ∈ Hd+ε

loc (U × U) for some ε > 0. Now let 0 < β <
√
d and µ be the random generalized

function from Theorem 1.1. Then for f ∈ C∞
c (U)

lim sup
λ→∞

logP(|µ(f)| > λ)

λ
2d
β2

< 0.

Let us now assume further that f ≥ 0 and f is not identically zero. Then for any ε > 0 we have

lim inf
λ→∞

logP(|µ(f)| > λ)

λ
2d
β2

+ε
> −∞.

We also point out that in [69, Proposition 17], similar tail bounds in the setting of the Gaussian free
field (or more precisely, g = 0) were used to establish a Lee–Yang property for imaginary multiplicative
chaos.

Proving the results discussed here is the main content of Section 3. In addition to these results,
we also consider what we call universality properties of imaginary chaos in Section 3.4, where we
show that through a similar regularization/renormalization scheme, one can make sense of H(X) for
a large class of periodic functions H, and the relevant object can be expressed in general in terms
of imaginary multiplicative chaos – see Theorem 3.18. In Section 3.5, we study how the objects µ

6For the definition of the Sobolev space Hd+ε
loc (U × U), see Section 2.2.

7Note that we require test functions to have compact support so in our setting f = 1 is not strictly speaking a valid
test function for µ, but if one were not interested in realizing µ as a random generalized function, one could simply
consider the sequence of random variables µn(1), which are perfectly well defined, and show that these converge to
something non-trivial. Such a phenomenon of being able to make sense of a random generalized function acting on a
single test function which is not a priori a valid test function is common, and occurs e.g. for white noise.
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behave in the vicinity of the critical point β =
√
d. More precisely, we prove in Theorem 3.20 that

once one multiplies µ = µβ by a suitable deterministic quantity tending to zero as β ↗
√
d, one has

convergence to a weighted complex white noise.
This concludes the summary of our results concerning the basic analytic and probabilistic properties

of imaginary multiplicative chaos. We now turn to the connection between the Ising model and the
random generalized functions µ of Theorem 1.1.

1.3. Main results on the Ising model and multiplicative chaos. In this section we review our
basic results concerning the Ising model and imaginary chaos, beginning with some background to
the problem we study. The Ising model is one of the most studied models of statistical mechanics,
where the object of interest is a random spin configuration on some graph, or in other words, a random
function defined on say the vertices of the graph and taking values ±1. The model is known to
describe certain aspects of ferromagnets – for its definition (in two dimensions and + boundary
conditions), see Section 4.1 and for an extensive introduction to it, see e.g. [8]. A particularly
important property of the Ising model on say Zd with d ≥ 2, is that at a certain temperature,
known as the critical temperature, the model undergoes a phase transition, and the behavior of the
correlation functions of the spin configuration change abruptly. It has been recently proven in [18]
that for d = 2 and precisely at this critical temperature, these correlation functions have a non-trivial
scaling limit and this scaling limit possesses certain conformal symmetries – see Theorem 4.1 where
we recall this result. Indeed, physicists know that quite generically, models of statistical physics at
their critical points8 have scaling limits which can be described by quantum field theories behaving
nicely under conformal transformations. While rigorously proving such statements has turned out to
be very challenging for mathematicians, there has been rather spectacular progress in this direction
in the case of the two-dimensional Ising model over the past two decades.

A particularly successful method for making precise mathematical sense of quantum field theories
has been constructing probability measures on suitable spaces of generalized functions and proving
that the relevant quantum field theory can be constructed from these random generalized functions
– we refer the interested reader to [43] for further details about this construction. This kind of
procedure has in fact more or less been carried out for the critical planar Ising model: in [15], the
authors proved that the random spin configuration of a critical Ising model on Z2 has as a scaling
limit a certain random generalized function (whose correlation functions are closely related to those
of [18]), and it more or less follows that this gives rise to an operator and Hilbert space representation
of the corresponding quantum field theory. This being said, as a probabilistic object, the scaling limit
constructed in [15] is perhaps slightly poorly understood. Essentially no other characterisation for it
is known besides being the scaling limit of the critical Ising model, or equivalently the unique random
generalized function whose correlation functions are the scaling limit of the Ising ones. For example,
if one wished to simulate it, to our knowledge, the easiest way is to simply simulate an Ising model
on a domain with a fine mesh.

One of our goals is to show that if we change the model slightly, then one ends up with a random
generalized function which can be constructed also in other ways – in particular, simulating it boils
down to simulating a sequence of independent standard Gaussian random variables. The model we
consider is the so-called XOR-Ising model (see e.g. [13, 83] and references therein for studies related
to it), whose spin configuration is a pointwise product of two independent Ising spin configurations.
Our main result concerning the XOR-Ising model is that for d = 2 and at the critical point, the spin
configuration has a scaling limit which is the real part of an imaginary multiplicative chaos. The
precise result is the following (for relevant definitions and notation concerning the XOR-Ising model,
see Section 4.2 and for the Gaussian free field, see Example 2.6).
Theorem 1.5. Let X be the zero boundary condition Gaussian free field on a simply connected
bounded planar domain U ⊂ R2 and let Sδ denote the spin field9 of the XOR-Ising model on a lattice

8Namely at a point of a phase transition where e.g. the correlation lengths of quantities of interest diverge.
9We find it convenient to define spin configurations as functions on faces of the lattice δZ2, or alternatively on the

dual graph of δZ2, and by a spin field, we mean a function defined on U which is constant on these lattice faces and in
each face, it agrees with the value of the spin configuration on that face.
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approximation of U with δ-mesh and + boundary conditions. Then for any f ∈ C∞
c (U),

δ−1/4

∫
U
f(x)Sδ(x)dx

d→ C2

∫
U
f(x)

(
2|ϕ′(x)|
Imϕ(x)

)1/4

cos
(
2−1/2X(x)

)
dx

as δ → 0, where C = 25/48e
3
2
ζ′(−1), ϕ is any conformal bijection from U to the upper half plane, and

cos 1√
2
X(x) denotes the real part of the random generalized function µ constructed in Theorem 1.1

from convolution approximations of the random generalized function X with β = 1√
2
, and the integral

on the right hand side is formal notation meaning that we pair this random generalized function with
the test function f(x)(2|ϕ

′(x)|
Imϕ(x))

1/4.

We prove this theorem in Section 4.3. The proof follows rather easily from the strong results of [18],
some rather rough estimates following arguments in [38], and the method of moments which is justified
by Theorem 1.3. Rather interestingly, we note that our proof doesn’t rely on anything converging to
the GFF.

We emphasize here that the interpretation of Theorem 1.5 that one should have in mind is that if
σδ(x) and σ̃δ(x) are the spin fields of two independent critical Ising realizations, then

δ−1/4σδ(x)σ̃δ(x)
d
≈ C2

(
2|ϕ′(x)|
Imϕ(x)

)1/4

cos
(
2−1/2X(x)

)
.

While studying the XOR-Ising model might seem like an artificial idea at first, it is in fact a model
both physicists and mathematicians have studied and used to derive the scaling limit of the correlation
functions of the critical Ising model and is referred to as bosonization of the Ising model. More
precisely, in the physics literature, a connection between squared full plane Ising correlation functions
and correlation functions of the cosine of the GFF were observed in [49] – for a review of later
developments and more on the conformal field theory of the Ising model, see e.g. [27, Chapter 12].
This connection was given a rigorous basis in [31] where the author proved an exact identity between
squares of Ising correlation functions and suitable correlation functions of the dimer model and then
performed asymptotic analysis of these correlation functions. Intuitively, the connection to the free
field comes from the fact that the relevant dimer correlation functions can be expressed in terms of
the height function of the dimer model and it is known that this converges to the free field in the fine
mesh limit.

Admittedly, for readers interested purely in the critical Ising model, our Theorem 1.5 is perhaps not
much more than a curiosity showing that this notion of bosonization also makes rigorous probabilistic
sense on the level of the scaling limit. This being said, we hope that from the perspective of better
understanding scaling limits of critical models of statistical mechanics, Theorem 1.5 might be of some
use, in that the cosine of the free field, interpreted in terms of imaginary multiplicative chaos, is a
rather concrete object which might serve as a test case where proving some conjectured properties
of scaling limits might be simpler than for other models – even the Ising model as everything is
constructed in terms of Gaussian random variables. Although, we do concede that analytic and
probabilistic results similar to those discussed in Section 1.2 have largely been proven for the critical
Ising model; see [15, 16, 38]. Simulation on the other hand is certainly simpler for the scaling limit of
the XOR-Ising model: see Figure 1.3 for a simulation of cos(2−1/2X(x)) in the unit square.

We now discuss an application of Theorem 1.5 to a model which is a perturbation of the critical
XOR-Ising model. In addition to the connection between scaling limits of critical models of statistical
physics and conformal field theory, physicists have argued that suitable perturbations of critical two-
dimensional models of statistical mechanics should still have scaling limits described by quantum field
theories which have an integrable structure despite loosing a conformal structure. For example, there
exist fantastic conjectures concerning the scaling limit of the critical Ising model perturbed by a small
magnetic field – see e.g. [84]. Another model where this type of structure is believed to exist is
the so-called sine-Gordon model, which has been studied extensively in the physics literature (see

10More precisely, the eigenfunctions are of the form sin(kπx) sin(`πy), k, ` ≥ 1, and we have used those for which
1 ≤ k, ` ≤ 200.
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Figure 1. Left: A simulation of the Gaussian free field in the unit square with zero
boundary conditions. The approximation is obtained by truncating the expansion
in terms of Laplacian eigenfunctions at level 2002 – see Example 2.6.10 Right: A
simulation of the cosine of the GFF obtained from the realization of the GFF in the
left figure (with parameter β = 1/

√
2) – see Lemma 3.5.

e.g. [21, 62, 85]) and in the mathematical physics literature (see e.g. [37, 70, 28]). Formally, the
probabilistic representation of the sine-Gordon model is a probability distribution on a suitable space
of random generalized functions which is absolutely continuous with respect to the law of the full
plane Gaussian free field X, with Radon–Nikodym derivative 1

Zβ,µ
eµ

∫
cos(βX(x))dx,11 where µ, β ∈ R

and Zβ,µ is a normalizing constant. The conjectural integrable structure of this model is evident e.g.
in [62], where it is conjectured that if XsG(β,µ) is distributed according to this law, then (formally –
a rigorous statement would involve regularizing and taking a limit) for 0 < β < 2 and |Re(α)| < 2/β.

E eiαXsG(β,µ)(x)+
α2

2
E [XsG(β,µ)(x)

2] =

(
µπΓ(1− β2/4)

2Γ(β2/4)

) α2

4−β2

e

∫∞
0

[
sinh2

αβt
2

2 sinh
β2t
4 sinh t cosh[1−β2

4 ]t
−α2

2
e−2t

]
dt
t

.

Note that here truly one has 0 < β < 2 instead of β <
√
2 as one would expect from e.g. Theorem

1.1. This is due to the fact that one can make sense of the sine-Gordon model also in this regime;
the partition function Zβ,µ diverges, but correlation functions should be finite. We note that while
slightly related to the convergence of imaginary chaos to white noise outside of the L2-regime, this is
a more delicate issue. At β = 2, there is a far more interesting transition for the sine-Gordon model
than this L2-boundary at β =

√
2 for imaginary chaos. This transition is known as the Kosterlitz–

Thouless transition. We refer to [28, 70] and references therein for further information. We also point
out that the condition |Re(α)| < 2/β is simply the condition that the integral above converges.

While it currently seems that proving results of this flavor, or perhaps ones involving more compli-
cated correlation functions are out of reach, we point out that this is surprisingly similar to quantities
arising in Liouville field theory where significant progress has been made recently – compare e.g. with
quantities appearing in the so-called DOZZ-formula in [56].

Our contribution to questions about near critical models of statistical mechanics and integrable
quantum field theories is rather modest. First of all, we point out in Section 4.4, that in a finite
domain and for suitable values of α, β, using results from Section 1.2, one can make sense of objects
defined in the spirit of eiαXsG(µ,β)(x)+

α2

2
E [XsG(µ,β)(x)

2] – note that as the field XsG(µ,β) is non-Gaussian,
this is an instance of non-Gaussian imaginary multiplicative chaos appearing naturally in a model of

11The precise definition of this is slightly delicate as the whole plane Gaussian free field is well defined only up to a
random additive constant. Moreover, it is by no means clear that the “integral” here is convergent, or more precisely
that the constant function one is a valid test function for the distribution, but as we are reviewing non-rigorous results
due to physicists, we ignore this issue. A rigorous construction would involve first restricting to a bounded domain and
then trying to take an infinite volume limit.
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mathematical physics. After this, we observe that if one adds a (non-uniform) magnetic perturbation12

to the critical planar XOR-Ising model – see Section 4.2 for proper definitions – then the spin field
converges to the cosine of the sine-Gordon field in the scaling limit. More precisely, we have the
following theorem (for proper definitions, see Section 4.2 and Section 4.4).

Theorem 1.6. Let U be a bounded and simply connected domain and f, ψ ∈ C∞
c (U). Let Sδ be

distributed according to the magnetically perturbed critical XOR-Ising model with magnetic field ψ on
a lattice approximation of U with mesh δ and + boundary conditions. Also write

ψ̃(x) = C2

(
2|ϕ′(x)|
Imϕ(x)

)1/4

ψ(x)

where C and ϕ are as in Theorem 1.5, and let X
sG(ψ̃,1/

√
2)

be distributed according to the sine-Gordon
measure on U , written formally as

1

Z
ψ̃,β

e
∫
U ψ̃(x) cos[2

−1/2X(x)]dxPGFF(dX),

where PGFF(dX) denotes the law of the zero boundary condition Gaussian free field on U interpreted
as a probability measure on say H−ε(Rd).

Then as δ → 0, δ−1/4
∫
U Sδ(x)f(x)dx converges in law to a random variable written formally as

C2

∫
U
f(x)

(
2|ϕ′(x)|
Imϕ(x)

)1/4

cos
(
2−1/2X

sG(ψ̃,1/
√
2)
(x)
)
dx.

We prove this theorem in Section 4.5. The proof follows rather easily from Theorem 1.5 and
standard probabilistic arguments. The result is not very surprising given Theorem 1.5 and is certainly
known in the physics literature, but we do point out that it seems difficult to prove a result of this
flavor only from knowledge of the scaling limit of the critical correlation functions. Again our hope
is that this type of result could be interesting as it provides a rather concrete case of a near critical
model of statistical mechanics which has a scaling limit, conjectured to have an integrable structure
and which is concrete enough that one might hope to be able to prove results that might be out of
reach in more general models, or for example for the scaling limit of the magnetically perturbed Ising
model.

This concludes the discussion of our main results concerning the Ising model and imaginary mul-
tiplicative chaos, so we turn to discussing imaginary multiplicative chaos in the setting of random
matrix theory.

1.4. Imaginary multiplicative chaos and random matrix theory. In this section we review
how log-correlated fields and real multiplicative chaos arise in random matrix theory and describe our
result in the setting of imaginary multiplicative chaos.

In the last two decades, the connection between random matrix theory and log-correlated fields
has been observed in various random matrix models – see e.g. [47, 74, 41]. More precisely, as the
size of the matrix tends to infinity, the logarithm of the characteristic polynomial of a random matrix
drawn from various distributions of unitary, hermitian, or normal matrices, is known to converge to a
variant of the Gaussian free field after suitable recentering. As first utilized in [39, 40] on a heuristic
level, one would then naturally expect that powers of the characteristic polynomial of such a random
matrix should be related to the exponential of the Gaussian free field – multiplicative chaos. This
type of results have since been proven for some models of random matrix theory – see e.g. [10, 58, 81]
– though focusing on the case of e.g. real powers of the absolute value of the characteristic polynomial
when the limiting object is a real multiplicative chaos measure.

In this article, we will consider large random unitary matrices drawn from the Haar measure on
the unitary group, or in other words, we consider the so-called Circular Unitary Ensemble. Let us

12As can be seen from the definition in Section 4.2, adding a magnetic perturbation to the XOR-Ising model is different
from taking pointwise products of two independent magnetically perturbed Ising models. Thus in this near critical
case, one can’t expect e.g. the correlation functions of the magnetically perturbed XOR-Ising model to be related to
the original Ising model in any simple way.
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write UN for such a random N ×N unitary matrix and consider two fields defined on the unit circle:
define for θ ∈ [0, 2π]

XN (θ) = log |det(I − e−iθUN )| and YN (θ) = lim
r→1−

ImTr log(I − re−iθUN ),

where I denotes the N ×N identity matrix, and in the definition of YN , what we mean by Tr log(I −
re−iθUN ) is

∑N
j=1 log(1− rei(θj−θ)), where (eiθj )Nj=1 are the eigenvalues of UN , and the branch of the

logarithm is the principal one – namely it is given by log(1− z) = −
∑∞

k=1
1
kz

k for |z| < 1. Note that
in this case, the limit defining YN exists almost surely e.g. in L2([0, 2π], dθ). Thus the fields can be
interpreted as the real and imaginary parts of the logarithm of the characteristic polynomial of UN
evaluated on the unit circle.

It was proven in [47] that as N → ∞, XN and YN converge in law to 2−1/2 times the 2d Gauss-
ian free field restricted to the unit circle, namely a centered log-correlated Gaussian field X with
covariance EX(θ)X(θ′) = − log |eiθ − eiθ

′ | – for details about this field, see Example 2.6. More-
over, this convergence was in the Sobolev space H−ε for arbitrary ε > 0 – this is essentially as nicely
as a sequence of random generalized functions could converge. It was then proven in [81] that for
−1

2 < α <
√
2 and −

√
2 < β <

√
2, eαXN (θ)

E eαXN (θ)dθ and eβYN (θ)

E eβYN (θ)dθ converge in law to the multiplicative

chaos measures formally written as e
α√
2
X(θ)

dθ and e
β√
2
X(θ)

dθ. In this article, we prove an analogue of
this result for imaginary α and β. More precisely, the result is the following:

Theorem 1.7. Let X(θ) be the log-correlated Gaussian field on [0, 2π] with covariance EX(θ)X(θ′) =

− log |eiθ−eiθ′ | (see Example 2.6 for details), and eiβX(θ) the associated imaginary multiplicative chaos
distribution provided by Theorem 1.1. Then for any smooth and 2π-periodic f : R → C∫ 2π

0

eiβXN (θ)

E eiβXN (θ)
f(θ)dθ

d→
∫ 2π

0
e
i β√

2
X(θ)

f(θ)dθ

as N → ∞, for β ∈ (−
√
2,
√
2). Moreover, as N → ∞,∫ 2π

0

eiβYN (θ)

E eiβYN (θ)
f(θ)dθ

d→
∫ 2π

0
e
i β√

2
X(θ)

f(θ)dθ

for β ∈ (−1, 1). In both statements, the integrals on the right hand side are formal notation meaning
that the distribution e

i β√
2
X(θ) is tested against f .

The proof of this Theorem 1.7, offered in Section 5, is in fact very similar to the one in [81] in the real
case. Indeed, instead of the proof, what we hope readers will find interesting here is the discrepancy
between the parameter values α and β for which convergence is obtained. We maintain that this is
not a technical issue simply requiring better estimates, but truly that one does not have convergence
for larger values of |β| despite the fact that YN converges to a log-correlated field essentially as nicely
as one might hope and that the corresponding multiplicative chaos exists. We suspect that this is due
to the main part of YN behaving roughly like an integer valued function, see (5.1). We think these
remarks should be viewed as a warning that one ought to take some care when hoping to prove that
something converges to multiplicative chaos.

Finally we conclude this introduction with an outline of the remainder of the article.

1.5. Outline of the article and acknowledgements. In Section 2, we discuss some background
material concerning log-correlated fields and their approximations and remind the reader about some
basic definitions and properties of spaces of generalized functions. Then in Section 3, we prove our
results from Section 1.2 concerning basic properties of imaginary multiplicative chaos. In Section 4,
we prove our results on the Ising model while in Section 5, we prove our results concerning random
matrix theory. In Appendix A, we record some basic moment bounds for imaginary chaos as well as
a combinatorial counting argument we make use of in Section 3.

Acknowledgements: We wish to thank Antti Kupiainen for interesting discussions and refer-
ences for the sine-Gordon model. We are also grateful to Julien Barral and Vincent Vargas for their
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2. Preliminaries: Introduction to log-correlated fields

In this section we give a precise definition of log-correlated Gaussian fields as random generalized
functions, and discuss the type of approximations or regularizations of them that we shall use to
construct our imaginary multiplicative chaos. More precisely, we realize log-correlated fields as random
elements of suitable Sobolev spaces of generalized functions and define a class of approximations,
containing e.g. convolution approximations, that are convenient for proving the existence of imaginary
multiplicative chaos. The results of this section will probably look familiar to readers acquainted with
basic facts about the Gaussian free field, as discussed e.g. in [30, Section 4] or [76], but unfortunately
the definition and study of general log-correlated fields requires slightly heavier analysis than the GFF,
especially in view of applications to imaginary chaos. In addition to discussing basic facts about log-
correlated fields, we review in Section 2.2 the basic definitions and properties of spaces of generalized
functions that we will need in this article. We have intended this section as an introduction to log-
correlated fields for readers interested in generalities. Readers interested only in multiplicative chaos
constructed from the Gaussian free field can skip the technical details of this section rather safely.

2.1. Log-correlated fields. Intuitively, we wish to construct a centered Gaussian process X on a
domain U ⊂ Rd with covariance (kernel)
(2.1) CX(x, y) = EX(x)X(y) = log |x− y|−1 + g(x, y),

where we make the basic assumptions (used throughout the paper unless otherwise stated) that{
g ∈ L1(U × U) ∩ C(U × U), g is bounded from above in U × U, and
U ⊂ Rd is a simpy connected and bounded domain.

(2.2)

These assumptions cover some of the most common examples of log-correlated fields, but we expect
that many of our results hold more generally too – in particular, one might hope to be able to relax
the assumption of g being bounded from above to some degree. To avoid discussing in great detail
generalized functions on domains with boundaries, we find it convenient to extend CX(x, y) to Rd×Rd

by setting CX(x, y) = 0 whenever (x, y) /∈ U×U . In addition, we also need to of course require that CX
is a covariance kernel, namely that it is symmetric and positive semi-definite: CX(x, y) = CX(y, x) and∫

CX(x, y)f(x)f(y) dx dy ≥ 0

for all f ∈ C∞
c (Rd). When a result needs more regularity to be assumed of g or U , this will be stated

separately.
We note first that actually our conditions on CX imply much stronger integrability of the covariance

– we will make use of this to realize our process X as a random element in a suitable Sobolev space.

Lemma 2.1. Assume that CX is a covariance kernel satisfying (2.1) and (2.2). Then CX ∈ Lp(U×U)
for all p <∞.

Proof. Let ψε := ε−dψ(·/ε), where ψ ∈ C∞
c (Rd) is a standard smooth, non-negative bump function

with integral 1. We denote the mollified covariance by

CXε(x, y) :=

∫
R2d

ψε(x− x′)ψε(y − y′)CX(x
′, y′)dx′dy′.

From the definition of CX , it easily follows that CXε is a smooth honest covariance function (it will
actually turn out to be the covariance of the mollified field ψε ∗ X, but we do not need this here).
By smoothness, for any integer p ≥ 1 also the power (CXε)

p is a covariance, as is seen by considering
products of independent copies of corresponding Gaussian fields. We apply the covariance condition
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on a smooth test function that is 1 on U + B(0, 1) and obtain for ε ∈ (0, 1) and any integer p ≥ 1
the inequality

∫
R2d(CXε(x, y))

pdxdy ≥ 0. By decomposing the covariance CXε into its positive and
negative part: CXε = (CXε)+ − (CXε)− and noting that (CXε)+ ≤ [(CX)+]ε, it follows13 that for any
positive odd integer p∫

R2d

[(CXε)−(x, y)]
p dxdy ≤

∫
R2d

[(CXε)+(x, y)]
p dxdy ≤

∫
R2d

[((CX)+)ε(x, y)]
p dxdy

≤
∫
R2d

[(CX)+(x, y)]
p dxdy =: cp <∞,

where the last step follows by Minkowski’s inequality and the assumption that g is bounded from
above. Since CXε → CX almost everywhere as ε→ 0+, we also see that almost everywhere, (CXε)− →
(CX)−, and we may use Fatou’s lemma to deduce that

∫
R2d((CX)−(x, y))

pdxdy ≤ cp <∞. Again, since
g is bounded from above, Minkowski’s inequality implies now that CX ∈ Lp(U × U) for arbitrary
positive odd integers p and hence for all real p ≥ 1. �

Remark 2.2. Using our assumption that (CX)+(x, y) ≤ c0 + log(1/|x − y|), the moment bound
obtained in the proof may be used to deduce the stronger integrability e(d−ε)|CX | ∈ L1(U × U) for
every ε > 0. �

The previous lemma verifies in particular that (x, y) 7→ CX(x, y) ∈ L2(Rd ×Rd), whence the op-
erator CX : L2(Rd) → L2(Rd) with the integral kernel CX(x, y) is Hilbert–Schmidt. In particular,
it is symmetric and compact, so by the spectral theorem there exists a sequence λ1 ≥ λ2 ≥ · · · > 0
of strictly positive eigenvalues and corresponding eigenfunctions ϕn, that together with those eigen-
functions that correspond to the eigenvalue 0 form an orthonormal basis for L2(Rd). We will now
formally define X via the (generalized) Karhunen–Loève expansion

(2.3) X(x) :=

∞∑
n=1

An
√
λnϕn(x), x ∈ Rd,

where An are i.i.d. N(0, 1) random variables. Note that the functions ϕn are supported on U . Let
us now show that this sum converges in a suitable Sobolev space of generalized functions – we refer
the reader to Section 2.2 for the definition of the L2-based standard Sobolev spaces Hs(Rd). While
this result is well known for the GFF, and probably not very surprising to readers familiar with log-
correlated fields, we choose to give a detailed proof of it here as it does not seem to appear in the
literature.

Proposition 2.3. The series on the right-hand side of (2.3) converges in H−ε(Rd) for any ε > 0 to
a H−ε(Rd)-valued Gaussian random variable with covariance kernel CX satisfying (2.1) and (2.2).

Proof. We start by showing that the series converges in H−d/2−ε(Rd) for any ε > 0. Let Xn(x) :=∑n
k=1Ak

√
λkϕk(x) denote the nth partial sum of (2.3). Then Xn form a H−d/2−ε(Rd)-valued mar-

tingale. As H−d/2−ε(Rd) is a Hilbert space, it is enough to show that

(2.4) sup
n≥1

E ‖Xn‖2H−d/2−ε <∞

in view of the almost sure convergence of Hilbert space valued L2-bounded martingales (see e.g.
[48, Theorem 3.61, Theorem 1.95]). For f ∈ L1(Rd) we denote its Fourier transform by f̂(ξ) :=∫
Rd f(x)e

−2πiξ·x dx. Using elementary bounds along with orthogonality of the eigenfunctions, we may

13Here in the first step we use the fact that since C+ · C− = 0 and p is odd, 0 ≤
∫
(C+ − C−)

p =
∫
Cp

+ −
∫
Cp

−,
which is the first inequality. Bounding the norm of (C+)ε with the norm of C+ is justified e.g. by Young’s convolution
inequality.
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compute

E ‖Xn‖2H−d/2−ε =

∫
Rd

E |X̂n(ξ)|2

(1 + |ξ|2)d/2+ε
dξ ≤

∫
Rd

∫
U×U |EXn(x)Xn(y)| dx dy

(1 + |ξ|2)d/2+ε
dξ

≤ Cε

∫
U×U

∣∣ n∑
k=1

λkϕk(x)ϕk(y)
∣∣ dx dy

≤ Cε|U |

(∫
Rd×Rd

∣∣∣ n∑
k=1

λkϕk(x)ϕk(y)
∣∣∣2 dx dy)1/2

= Cε|U |

√√√√ n∑
k=1

λ2k ≤ Cε|U |‖CX‖HS <∞

for some constant Cε > 0 and ‖CX‖HS denoting the Hilbert–Schmidt norm of CX . This proves (2.4).
Next we show that X actually takes values almost surely in H−ε(Rd). We denote by Xδ := ψδ ∗X

a standard mollification of the field X (here ψδ is as in the proof of Lemma 2.1) whose covariance
satisfies CXδ

∈ C∞
c (R2d). Moreover, writing aδ(x) :=

∫
Rd CXδ

(u, u−x) du we have aδ ∈ C∞
c (Rd) and

E |X̂δ(ξ)|2 =
∫
R2d

CXδ
(x, y)e2πiξ·(y−x) dx dy = âδ(ξ).

We compute for large enough p and small enough δ > 0 that

E ‖Xδ‖2H−ε(Rd) =

∫
Rd

E |X̂δ(ξ)|2

(1 + |ξ|2)ε
dξ ≤

∫
Rd

E |X̂δ(ξ)|2

|ξ|2ε
dξ

=

∫
Rd

âδ(ξ)

|ξ|2ε
dξ = cε

∫
Rd

aδ(x)

|x|d−2ε
dx = cε

∫
U ′2

CXδ
(x, y)

|x− y|d−2ε
dx dy

≤ c′ε,p‖CXδ
‖Lp(U ′2) ≤ c′ε,p‖CX‖Lp(U2) <∞,

where the last inequality is due to Lemma 2.1 and the second to last from Young’s convolution
inequality. Above U ′ = U +B(0, 1) and we used the fact that (| · |−2ε)̂ = cε| · |−d+2ε. We then obtain

E ‖X‖2H−ε(Rd) = E lim
δ→0

‖Xδ‖2H−ε(Rd) ≤ lim inf
δ→0

E ‖Xδ‖2H−ε(Rd) ≤ c′ε,p‖CX‖Lp(U2) <∞.

Finally, we lift the convergence Xn → X from H−d/2−ε(Rd) to H−ε(Rd). By the previous argu-
ment and by construction, the H−ε(Rd)-valued random variables Xn and X − Xn are symmetric,
independent, and their norms have finite variance. By considering H−ε(Rd) as a real Hilbert space,
the symmetry and independence yield for any n ≥ 1

E ‖X‖2H−ε(Rd) = E ‖X −Xn‖2H−ε(Rd) + 2E 〈X −Xn, Xn〉H−ε(Rd) + E ‖Xn‖2H−ε(Rd)

≥ E ‖Xn‖2H−ε(Rd).

Thus (Xn) is a L2-bounded H−ε(Rd)-valued martingale, which again yields the stated convergence.
�

Remark 2.4. The existence of X as say a random tempered distribution could also be deduced by
many other ways, e.g. it is a rather direct consequence of Bochner–Minlos’ theorem (see e.g. [78,
Theorem 2.3]). However, we wanted to avoid the more abstract framework and obtain directly the
optimal Sobolev regularity. �

To give the reader a sharper picture of what kind of objects log-correlated fields are, we discuss
a bit further their smoothness properties. It is well-known and easy to show that the field X is
almost surely not a Borel measure. However, it only barely fails being one, or even a function,
since an arbitrarily small degree of smoothing makes X a continuous function. In order to make
this precise, we recall that given δ ∈ R there is a standard δ-lift operator Iδ that smoothes a given
tempered distribution “by an amount of δ”, see (2.20) below. Here is the exact statement concerning
X being nearly a continuous function:
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Lemma 2.5. Let us assume that CX is as in (2.1) and (2.2). For any δ > 0 there is an ε > 0 so that
almost surely IδX ∈ Cε(Rd) – the space of ε-Hölder continuous functions. A fortiori, X ∈ C−ε(Rd)
for any ε > 0.

Proof. We assume that δ ∈ (0, 1). The covariance of IδX is given by Cδ := (Gδ ⊗ Gδ) ∗ CX , where
Gδ is the so-called Bessel kernel, which is the integral kernel of the operator (I −∆)−δ/2 – see (2.20).
Classical representations (see [4, (3,1)–(3,5), (4,1)]) of the Bessel-kernel Gδ imply that

Gδ(x− y) = |x− y|δ−dH(|x− y|),
where H is an entire analytic function (as a side remark one may note that the main term in the
resulting asymptotics has the same behaviour as the Riesz potential). Using this representation one
can verify that given any δ > 0, there is a p0(δ) > 1 and α > 0 such that for p ∈ (1, p0(δ)) it holds
that

‖(Gδ ⊗Gδ)(· − x)− (Gδ ⊗Gδ)(·)‖Lp(B×B) . |x|α

for any ball B ⊂ Rd and x ∈ B × B. When this is combined with the fact that CX has compact
support and CX ∈ Lq(R2d) for all q <∞ by Lemma 2.1, one obtains by Hölder’s inequality that the
Gaussian field IδX has a Hölder-continuous covariance. In turn, this is well-known [5, Theorem 1.4.1]
to imply that the realizations of IδX can be taken to be Hölder continuous.

The final statement then follows from basic properties of the operator Iδ, see the discussion around
(2.20). �

In comparison, Proposition 2.3 states that X only barely fails being an L2-function, while Lemma
2.5 states that X only barely fails being a Hölder continuous function, which is of course a stronger
claim.

We now point out two examples of log-correlated Gaussian fields which will also play a role in our
applications later on.

Example 2.6. Most common examples of log-correlated fields involve the two-dimensional Gaussian
free field. While there are many related examples, we will consider the following two as they will be
important in our applications to the Ising model and random matrices.
1. Let U ⊂ R2 be a bounded simply connected domain. Then the Gaussian free field on U with zero

boundary conditions is the D′(R2)-valued Gaussian random field with covariance

(2.5) CX(x, y) = GU (x, y) = log

∣∣∣∣∣1− ϕ(x)ϕ(y)

ϕ(x)− ϕ(y)

∣∣∣∣∣ ,
where GU is the Green’s function of the Laplacian in U with zero Dirichlet boundary conditions,
and ϕ : U → D is any conformal bijection. We could equivalently write GU (x, y) = log

∣∣∣ψ(x)−ψ(y)ψ(x)−ψ(y)

∣∣∣,
where now ψ : U → H+ is any conformal bijection from U to the upper half-pane. The generalized
Karhunen–Loève expansion obtained in Proposition 2.3 lets us write

X(x) =
∞∑
k=1

1√
λk
Akϕk(x)

with convergence in H−ε(Rd) in the norm-topology. Here (λk)
∞
k=1 are the eigenvalues of −∆, ϕk

the associated eigenfunctions with unit L2-norm (interpreted as zero outside of U), and (Ak)
∞
k=1

i.i.d. standard Gaussians.
The covariance given by the Green’s function GU satisfies condition (2.2) which may seen by

applying the standard comparison 0 ≤ GU (z, w) ≤ GU ′(z, w), where U ′ ⊃ U is any larger simply
connected domain and z, w ∈ U . The integrability and the needed upper bound are obtained via
this inequality by picking a ball B such that U ⊂ B and setting U ′ = 2B.

2. The trace of the whole plane Gaussian free field on the unit circle T is the D′(T)-valued Gaussian
random variable with covariance

CX(z, w) = − log |z − w|
14



with |z| = |w| = 1. Again X can be expressed in terms of a sum. Let (Wk)
∞
k=1 be i.i.d. standard

complex Gaussian random variables, i.e. Wk = 1√
2
Ak + i 1√

2
Bk with Ak, Bk ∼ N(0, 1) and i.i.d..

Then one has

X(z) =
√
2Re

∞∑
k=1

1√
k
zkWk,

where the sum converges pointwise almost surely in D′(T) (again actually in H−ε(T) with respect
to the norm topology for any ε > 0).

While the unit circle T is not an open subset of Rd, we can say write z = eix and take x ∈ (−π, π)
or something similar and see that the conditions (2.1) and (2.2) can be verified with various
interpretations. �

As X is a random generalized function and not an honest function, we need to define the exponential
eiβX in terms of a renormalization procedure, where we smooth X into a function, exponentiate
and then remove the smoothing. We will require our smoothing to have particular properties that are
usually satisfied by most natural approximations of log-correlated fields (and are typical in the general
theory of multiplicative chaos). We will call this type of an approximation a standard approximation:

Definition 2.7 (Standard approximation). Let the covariance CX be as in (2.1) and (2.2). We say
that a sequence (Xn)n≥1 of continuous jointly Gaussian centered fields on U is a standard approxi-
mation of X if it satisfies:
(i) One has

lim
(m,n)→∞

EXm(x)Xn(y) = CX(x, y),

where convergence is in measure with respect to the Lebesgue measure on U × U .
(ii) There exists a sequence (cn)

∞
n=1 such that c1 ≥ c2 ≥ ... > 0, limn→∞ cn = 0, and for every compact

K ⊂ U

sup
n≥1

sup
x,y∈K

∣∣∣∣EXn(x)Xn(y)− log
1

max(cn, |x− y|)

∣∣∣∣ <∞.

(iii) We have

sup
n≥1

sup
x,y∈U

[
EXn(x)Xn(y)− log

1

|x− y|

]
<∞.

�

There can of course be various standard approximations. For example, one can check that for the
GFF restricted to the unit circle from Example 2.6, one could take Xn to be the truncation of the sum
at k = n – see Example 2.9. Perhaps the most important class is provided by the usual mollifications
of the field:

Lemma 2.8. Let X be as in Proposition 2.3, and let η ∈ C∞
c (Rd) be non-negative, radially symmetric,

with unit mass:
∫
Rd η(x)dx = 1, and with support supp(η) ⊂ B(0, 1). For x ∈ U , y ∈ Rd, and ε > 0

define ηε(y) = ε−dη(y/ε) and set Xε(x) := X ∗ ηε(x)× 1U (x) for x ∈ Rd.14

Let K ⊂ U be a compact set, 0 < ε < δ, and x, y ∈ U . We then have the estimates

(2.6) sup
0<ε<δ<1

sup
x,y∈K

∣∣∣∣EXε(x)Xδ(y)− log
1

max(|x− y|, δ)

∣∣∣∣ <∞,

(2.7) lim
δ→0

EXε(x)Xδ(y) = CX(x, y) for x 6= y fixed,

(2.8) sup
ε>0

sup
x,y∈U

[
EXε(x)Xε(y)− log

1

|x− y|

]
<∞,

and finally there exists a constant C > 0 depending only on K and η so that for x, y ∈ K

(2.9) E (Xε(x)−Xε(y))
2 ≤ C|x− y|ε−1.

14Recall that X ∈ H−s(Rd) ⊂ S ′(Rd) for any s > 0, so as ηε ∈ S(Rd), this convolution makes sense.
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Especially, for any sequence δn ↘ 0 the convolutions Xδn, n ≥ 1, provide a standard approximation.

Proof. We begin with the proof of (2.6) and observe that by definition
(2.10) EXε(x)Xδ(y) =

(
(ηε ⊗ ηδ) ∗ CX

)
(x, y)1U×U (x, y).

Note that by our definition, CX is extended to be zero outside U ×U , and CX is integrable (actually
belongs to all Lp-spaces by Lemma 2.1), so the convolution is well-defined in all of R2d. In turn,
the factor 1U×U verifies that the approximations are supported on U . Pick an open set V such that
K ⊂ V ⊂ V ⊂ U. Denote a = aK := dist(K, ∂V ) > 0. Locally the function g is bounded uniformly
from above and below on V by the assumed continuity, so its contribution to the convolution (2.10)
is also uniformly bounded if x, y ∈ K and ε, δ ≤ a. For other values of δ, ε the contribution of g is
upper bounded by . a−2d from the integrability of g. Hence it remains to verify (2.6) just for the
logarithmic term.

As the logarithmic term depends only on the difference x− y we may write
(2.11)

(
(ηε ⊗ ηδ) ∗ log(| · − · |−1)

)
(x, y) =

(
(ηε ∗ ηδ) ∗ log(| · |−1)

)
(x− y).

Given any differentiable function h : Rd → R we have the easy estimate
(2.12) ‖ηε ∗ h− h‖L∞(B(x,r−ε)) . ε‖Dh‖L∞(B(x,r))

for any 0 < ε < r and x ∈ Rd. Let us denote H := η1 ∗ log(1/| · |). As a smooth function H is
uniformly bounded near the origin. Moreover, |D log(1/|x|)| ≤ 1 for |x| ≥ 1, whence (2.12) yields that
|H(x)− log(1/|x|)| ≤ C for |x| ≥ 1. These observation may be combined as follows:
(2.13) sup

x∈Rd

∣∣H(x)− log(1 ∧ |x|−1)
∣∣ ≤ C.

Using the smoothness of H and again the bound |D log(1/|x|)| ≤ 1 for |x| ≥ 1, we see that |DH| is
uniformly bounded in Rd, and hence (2.12) implies the inequality ‖ηε ∗H −H‖L∞(Rd) < C uniformly
in ε ∈ (0, 1). Putting things together we have shown that∣∣∣((η1 ∗ ηε) ∗ log(| · |−1)(x)− log(1 ∧ |x|−1)

∣∣∣ ≤ C for all ε ∈ (0, 1) and x ∈ Rd.

This is (2.6) for 1 = δ > ε > 0, and scaling yields the general case

(2.14)
∣∣(ηε ∗ ηδ) ∗ log(| · |−1)(x)− log

( 1

ε ∨ δ ∨ |x|
)∣∣ ≤ C.

The convergence in (2.7) is immediate from standard properties of convolution and the continuity
of CX outside the diagonal. Next, (2.8) follows from (2.10), (2.11), (2.14) and the upper boundedness
of g. Finally, for (2.9) we may clearly assume that ε ≤ a/2 (where a depends on K as was defined
in the beginning of the proof) and that g is continued as a uniformly bounded measurable function
to the whole of Rd (the extension need not to be a covariance). For (2.9) it is enough to prove the
derivative bounds |DxCXε |, |DyCXε | . ε−1. Since

∫
Rd |Dηε| . ε−1, we obtain the stated bounds for

the contribution of g to the derivative. In turn, for the contribution of the logarithm one assumes
first that ε = 1. Then the uniform boundedness of the derivatives follow from (2.11) and the fact that
‖DH‖∞ <∞, where H is as before. The case of general ε ∈ (0, 1) is again obtained by scaling.

Finally we note that conditions (i), (ii), and (iii) of a standard approximation follow from (2.6),
(2.7), and (2.8). Thus we only need to check that (Xδn) are jointly Gaussian and continuous. We recall
the simple argument for the convenience of a reader unfamiliar with such matters. By construction, all
of the processes (n, x) 7→ Xδn(x) live on the same probability space. Moreover, for any fixed N ∈ Z+,
x1, ..., xN ∈ U , n1, ..., nN ∈ Z+, and t1, ..., tN ∈ R,

N∑
k=1

tkXδnk
(xk) = X

(
N∑
k=1

tkηδnk
(· − xk)

)
and as we have e.g.

∑N
k=1 tkηδnk

(· − xk) ∈ Hε(Rd), this is a Gaussian random variable by definition,
so indeed we have joint Gaussianity. Finally continuity follows by observing that ηδ(·−x′) → ηδ(·−x)
in Hε(Rd) as x′ → x and using the duality between H−ε and Hε. �
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The proof of this result can be used to prove that other natural approximations are also standard
approximations. As an example, we give the following one.

Example 2.9. Let Xn(x) =
√
2Re

∑n
k=1

1√
k
eikxWk, where Wk are as in Example 2.6 part 2. Then

the sequence (Xn)n≥1 forms a standard approximation. Intuitively, this follows, since for the approx-
imation

X̃n(x) :=
√
2Re

(
n∑
k=1

√
n− k√
nk

eikxWk

)
we have E X̃n(x)X̃n(y) =

∑n
k=1

n−k
nk cos(k(x − y)). The last written sum is a convolution of the

logarithmic kernel with a standard Fejér kernel, and the difference between the Fejér partial sum and
Fourier partial sum is uniformly bounded by direct inspection. Finally, the Fejér partial sum of the
logarithm is essentially a convolution approximation which behaves like the covariance of a standard
approximation by the proof of Lemma 2.8. For a detailed argument, see e.g. the beginning of the
proof of Lemma 6.5 in [51].

To conclude this preliminary section, we discuss briefly the spaces of generalized functions that we
will discuss in this article.

2.2. Classical function spaces. Realizations of the imaginary chaos that we define in the next
section are rather singular objects and one can’t have convergence in any space of honest functions
or even complex measures, so we must study convergence in suitable spaces of distributions. In
fact this holds even true for log-correlated fields that were defined in the previous subsection, and
therein we used the basic negative index Sobolev Hilbert spaces as a suitable tool. Here we recall for
the convenience of readers less familiar with various spaces of generalized functions the definition of
Sobolev spaces as well as of the other function spaces we use in the article.

For any smoothness index s ∈ R we define

(2.15) Hs(Rd) =

{
ϕ ∈ S ′(Rd) : ‖ϕ‖2Hs(Rd) =

∫
Rd

(1 + |ξ|2)s
∣∣ϕ̂(ξ)∣∣2 dξ <∞

}
,

where ϕ̂ stands for the Fourier transform of the tempered distribution ϕ – our convention for the
Fourier transform is

ϕ̂(ξ) =

∫
Rd

e−2πiξ·xϕ(x)dx

for any Schwartz function ϕ ∈ S(Rd). Some basic facts about the spaces Hs(Rd) are e.g. that they are
Hilbert spaces, for s > 0, H−s(Rd) is the dual of Hs(Rd) with respect to the standard dual pairing,
Hs(Rd) is a subspace of C0(R

d) for s > d/2, i.e. there is a continuous embedding into the space of
continuous functions vanishing at infinity, and for s < −d/2, compactly supported Borel measures
(especially δ-masses) are elements of Hs(Rd).

A more extensive scale of measuring the simultaneous size and smoothness properties of functions
is provided by Besov spaces on Rd. In order to recall their definition, fix radial and non-negative
Schwartz test functions φ0, φ1 ∈ S(Rd), denote φk(x) := 2kdφ1(2

kx) and assume that

supp(φ̂0) ⊂ B(0, 2), supp(φ̂1) ⊂ B(0, 4) \B(0, 1),

together with the partition of unity property
∑∞

k=0 φ̂k(ξ) = 1 for all ξ ∈ Rd. Assume that 1 ≤
p, q ≤ ∞. A function (or Schwartz distribution) f on Rd belongs to the Besov space Bs

p,q(R
d) if

(2.16) ‖f‖Bs
p,q(R

d) :=

( ∞∑
k=0

2qks‖φk ∗ f‖qLp(Rd)

)1/q

<∞,

where the interpretation for q = ∞ is ‖f‖Bs
p,q

:= supk≥0 2
ks‖φk ∗ f‖Lp(Rd). These spaces include

many standard spaces. First of all, Bs
2,2(R

d) = W s,2(Rd) = Hs(Rd). Moreover, if s ∈ (0, 1) we have
17



Bs
∞,∞(Rd) = Cs(Rd) (with equivalent norms), where Cs is the well-known space of bounded Hölder

continuous functions with the norm

‖f‖Cs(Rd) := ‖f‖L∞(Rd) + sup
x,y∈Rd

|f(x)− f(y)|
|x− y|s

.

Indeed, as is standard in harmonic analysis, one defines Cs(Rd) := Bs
∞,∞(Rd) for arbitrary s ∈ R.

Our motivation for proving in this paper basically optimal results for membership of the imaginary
chaos in general Besov spaces comes from the fact that this yields considerably more knowledge on
the smoothness and size of these objects than is obtained by just using the spaces Hs(Rd). Recall
for example, that in the setting of log-correlated fields, our Proposition 2.3 said that the field X,
if smoothed a little bit, becomes an L2-function, which is far weaker than saying that it becomes
continuous as was stated in Lemma 2.5. The latter result indeed measures smoothness using the
Besov scale Bs

∞,∞, i.e. Hölder-spaces.
Another scale of function spaces is provided by the Triebel–Lizorkin spaces F sp,q(Rd), where we

assume that 1 ≤ p, q <∞ and set

‖f‖F s
p,q(R

d) :=
∥∥∥( ∞∑

k=0

2qks|φk ∗ f |q
)1/q ∥∥∥

Lp(Rd)
.

This space contains as special cases e.g. the general Sobolev spaces W k,p(Rd) = F kp,2(R
d). However,

we do not need to know more of them, since we will transfer our smoothness results from the Besov
case to the Triebel–Lizorkin scale in view of the simple embeddings

(2.17) Bs+δ
p,p (Rd) ⊂ F sp,q(R

d) ⊂ Bs−δ
p,p (Rd)

which hold for any δ > 0, all 1 ≤ p, q < ∞ and s ∈ R. This is easily shown from the very definitions
of the spaces. For example, by Hölder’s inequality we have for any sequence (ak)k≥1 and δ > 0

that ‖(ak)k≥1‖`q′ . ‖(2kδak)k≥1‖`q for any q, q′ ∈ [1,∞]. This shows that F sp,q(Rd) ⊂ F s−δp,q′ (R
d) for

any q, q′. By choosing q′ = p and noting that ‖f‖F s
p,p(R

d) = ‖f‖Bs
p,p(R

d), we obtain the right hand
inequality in (2.17), and the other one is proven in a similar way.

We need a couple of additional facts about Besov spaces. Fix K ⊂ Rd compact. Then for a
distribution f in Rd with support contained in K we have also (now for the full range 1 ≤ p, q ≤ ∞)

(2.18) ‖f‖Bs
∞,∞(Rd) . ‖f‖Bs′

p,p(R
d) if s′ ≥ s+

d

p
.

and

(2.19) ‖f‖Bs−δ
1,1 (Rd) . ‖f‖Bs

p,q(R
d) . ‖f‖Bs+δ

∞,∞(Rd).

with the implied constants in (2.19) possibly depending on K. (2.18) is found in [80, Section 2.7.1.],
and (2.19) follows by combining the reasoning from the end of the last paragraph with a standard
expression for the Besov-norm using wavelets – see [65, Chapter 6]. One finally uses the simple fact that
for functions f supported in a compact set K ′ we have by Hölder’s inequality that ‖f‖Lp1 . ‖f‖Lp2

for 1 ≤ p1 ≤ p2 ≤ ∞.
For a subdomain U ⊂ Rd (naturally one may have U = Rd) one says that a distribution λ ∈ D′(U)

lies in the space Hs
loc(U) if for all ψ ∈ C∞

c (U) one has ψλ ∈ Hs(Rd). In turn, one says that
λ ∈ Hs(U) assuming that there is f ∈ Hs(Rd) such that λ = f|U (then one defines ‖λ‖Hs(U) :=
inf{‖f‖Hs(Rd) | λ = f|U}). Similar conventions are used for other function spaces defined initially on
Rd.

One final general fact about the function spaces we will use is the standard δ-lift Iδf (“smoothing
by an amount δ”) of a given f ∈ S ′(Rd), which for any fixed δ ∈ R is defined by using the Fourier-
transform as follows:

(2.20) Iδf := F−1
(
(1 + | · |2)−δ/2f̂

)
= Gδ ∗ f,
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where Gδ is the Bessel potential kernel. For any δ, s ∈ R and p, q ∈ [1,∞] the map Iδ : Bs
p,q(R

d) →
Bs+δ
p,q (Rd) is a continuous, linear and bijective isomorphism (see [80, Section 2.3.8]).
For an introduction to the basic properties of the L2-Sobolev spaces, as well as for the Besov and

Triebel spaces we refer in general to [44, Chapter 2], [80], [65].
This concludes our preliminary discussion about log-correlated fields and spaces of generalized

functions. We will now move onto imaginary chaos.

3. Basic properties of imaginary multiplicative chaos

In this section, we prove our results stated in Section 1.2 concerning basic properties of imaginary
multiplicative chaos as well as prove some auxiliary ones. We begin with Section 3.1 where we con-
struct our imaginary multiplicative chaos and give some uniqueness results. In Section 3.2, we discuss
stochastic properties of imaginary multiplicative chaos, namely we provide some general moment es-
timates, based on a generalisation of so-called Onsager type (electrostatic) inequalities (they will be
discussed in Subsection 3.2 below) for general covariances with a logarithmic singularity on the diag-
onal. These are used to obtain uniqueness statements in terms of moments and tail estimates for the
law of the imaginary chaos tested against a given test function. We then move on to proving basic
estimates for the regularity of imaginary chaos in Section 3.3. Section 3.4 verifies that in the defini-
tion of “eiβX” there is a lot of freedom in replacing x 7→ eix by another periodic function. Finally,
in Section 3.5 we investigate what happens in the limit β ↗ βcrit =

√
d. It is known from [57] that

βcrit is the critical value for β beyond which the naive renormalization scheme of dividing eiβXn(x) by
E eiβXn(x) does not produce a non-trivial limiting object, and our Theorem 3.20 gives another mani-
festation of this fact.

3.1. Construction of imaginary chaos. We begin by constructing imaginary multiplicative chaos
and verifying some uniqueness properties, namely that the constructed object does not depend very
much on the approximation used – see Theorem 1.1. Before starting, we recall that under a slightly
more restrictive class of covariances CX , the existence of the object follows already from results in
[57], where complex multiplicative chaos was studied, but we offer a simple alternative proof here.
We also mention that if one were to work for example in the class of tempered distributions, proving
existence would be slightly simpler, but this would give very little insight into the regularity of these
objects.

Let us start by proving existence. In our approach we are given a sequence of approximations
(Xn)n≥1 of the log-correlated field X on the domain U , which we use to define what we hope are
approximations to our multiplicative chaos distribution:

µn(x) := exp
(β2
2
E [Xn(x)

2] + iβXn(x)
)
1U (x).

We will first prove the convergence of µn in a suitable Sobolev space, assuming that Xn forms a
standard approximation sequence as in Definition 2.7. As we will see in Section 3.3, the smoothness
index we obtain here is not optimal, but we will return to finer regularity properties later. We also
mention here that as follows from [57, Theorem 4.2] (under slightly more restrictive assumptions on
g), one should not expect that µn has a limit for β ≥

√
d unless it is multiplied by a suitable quantity

tending to zero, in which case the limit should be proportional to white noise. As this is perhaps
not as interesting a limiting object, we choose to focus on the regime 0 < β <

√
d. The following

proposition is the first ingredient of Theorem 1.1.
Proposition 3.1. Let (Xn)n≥1 be a standard approximation of a given log-correlated field X on a
domain U (see Definition 2.7). When 0 < β <

√
d, the functions µn converge in probability in Hs(Rd)

for s < −d
2 . The limit µ is a non-trivial random element of Hs(Rd), supported on U.

Proof. Assume first that ϕ ∈ L∞(Rd) is positive and let us write Cn,m(x, y) = EXn(x)Xm(y), whence
we have Cn,m(x, y) = Cm,n(y, x). Then a short calculation shows that

E |µm(ϕ)− µn(ϕ)|2 =

∫
U

∫
U
ϕ(x)ϕ(y)

(
eβ

2Cn,n(x,y) + eβ
2Cm,m(x,y) − 2eβ

2Cn,m(x,y)
)
dx dy.
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By (iii) of Definition 2.7, we have eβ2Cn,n(x,y) = O(|x − y|−β2
), where the implied constant is inde-

pendent of x, y, n. Note that as β2 < d, |x − y|−β2 is an integrable singularity (this is the role the
0 < β <

√
d condition plays). Thus by the dominated convergence theorem,

0 ≤ lim sup
(n,m)→∞

E |µm(ϕ)− µn(ϕ)|2 =

∫
U

∫
U
ϕ(x)ϕ(y)(eβ

2CX(x,y) + eβ
2CX(x,y)) dx dy

− lim inf
(n,m)→∞

∫
U

∫
U
ϕ(x)ϕ(y)(eβ

2Cn,m(x,y) + eβ
2Cm,n(x,y)) dx dy ≤ 0,

where the last inequality follows by Fatou’s lemma and property (i) of Definition 2.7. Thus we get
lim

(n,m)→∞
E |µm(ϕ)− µn(ϕ)|2 = 0,

implying that µn(ϕ) is a Cauchy sequence in L2(P). Moreover, by property (iii) of Definition 2.7, we
have the simple upper bound

E |µm(ϕ)− µn(ϕ)|2 ≤ ‖ϕ‖2∞
∫
U

∫
U
(eβ

2Cn,n(x,y) + eβ
2Cm,m(x,y)) dx dy ≤ C‖ϕ‖2∞

for some constant C > 0. By splitting a complex valued ϕ into positive and negative real and
imaginary parts we get the convergence in L2(P) of µn(ϕ) for all ϕ ∈ L∞(Rd)15, as well as the upper
bound
(3.1) E |µm(ϕ)− µn(ϕ)|2 ≤ 16C‖ϕ‖2∞.

We next compute

E ‖µm − µn‖2Hs =

∫
Rd

(1 + |ξ|2)sE |µ̂m(ξ)− µ̂n(ξ)|2 dξ

=

∫
Rd

(1 + |ξ|2)sE |µm(e−2πiξ·)− µn(e
−2πiξ·)|2 dξ.

Notice that if s < −d
2 , then the estimate (3.1) and the dominated convergence theorem show us that

as elements of Hs, the sequence is Cauchy in L2(P). Thus there exists a random element of Hs, say
µ, living on the same probability space as our approximations, and satisfying E ‖µ‖2Hs <∞ as well as
limn→∞ E ‖µn − µ‖2Hs = 0. In particular this implies convergence in probability in Hs of µn to µ.

Non-triviality of µ follows from L2-convergence: one has e.g.

E |µ(ϕ)|2 =
∫
U×U

ϕ(x)ϕ(y)eβ
2g(x,y)|x− y|−β2

dxdy.

Finally, the claim of the support is evident since all the approximations µn are supported on U by
definition. �

Having proven that limiting objects exist, the next natural step is to check that the limit µ does
not depend on our approximating sequence µn in some sense. There are various statements of this
flavor one could formulate; one example being that the law of the limit would be independent of the
standard approximation. We return to such a question later with moments and now show with a
simple argument that if there are two standard approximations living on the same probability space
and are compatible in a certain way, then they converge in probability to the same random variable.
The next proposition is the uniqueness portion of Theorem 1.1.

Proposition 3.2. Suppose that Xn and X̃n are two jointly Gaussian sequences of standard approxi-
mations of the same log-correlated field X and that

lim
n→∞

EXn(x)X̃n(y) = CX(x, y),

15Note that this result is essentially enough to ensure the existence of say a random tempered distribution µn

converges to, but as stated before, it gives very little insight into the regularity of the object. Hence we work a bit
harder to prove convergence in a Sobolev space, and later to extract the optimal regularity.
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where the convergence takes place in measure on U ×U. Then the corresponding imaginary chaoses µ
and µ̃ are equal almost surely.

Proof. It is enough to show that for all f ∈ C∞
c (Rd) we have

lim
n→∞

E |µn(f)− µ̃n(f)|2 = 0.

A straightforward computation shows that the expectation equals∫
U

∫
U
f(x)f(y)

(
eβ

2EXn(x)Xn(y) + eβ
2E X̃n(x)X̃n(y) − eβ

2EXn(x)X̃n(y) − eβ
2E X̃n(x)Xn(y)

)
dx dy.

Notice that since Xn and X̃n are standard approximations, there exists a constant c > 0 such that on
U × U

eβ
2EXn(x)Xn(y) + eβ

2E X̃n(x)X̃n(y) ≤ c

|x− y|β2 .

Thus by the reverse Fatou lemma we have

lim sup
n→∞

E |µn(f)− µ̃n(f)|2 ≤
∫
U

∫
U
f(x)f(y) lim sup

n→∞

(
eβ

2EXn(x)Xn(y) + eβ
2E X̃n(x)X̃n(y)

− eβ
2EXn(x)X̃n(y) − eβ

2E X̃n(x)Xn(y)
)
dx dy

= 0. �

By combining Propositions 3.1 and 3.2 we conclude the proof of Theorem 1.1.

Remark 3.3. Given a log correlated field X as in Proposition 2.3 and β ∈ (0,
√
d), when we speak of

the imaginary chaos µ = “ exp(iβX)” we mean the chaos defined via Proposition 3.1 using convolu-
tion approximations. The definition is well-posed since convolution approximations yield a standard
approximation according to Lemma 2.8, and the outcome does not depend on the approximation used
as one may easily check that two different sequences of convolution approximations satisfy the condi-
tions of Proposition 3.2. �

In our application to the Ising model, what will turn out to be important is the real part of
imaginary chaos. We now define this properly.

Definition 3.4. Given a log-correlated field X, satisfying our assumptions (2.1) and (2.2), and
β ∈ (0,

√
d) the cosine of X (simply denoted by “cos(βX)”) is defined as the real part of the imaginary

chaos, or in other words, for any test-function ϕ ∈ C∞
c (Rd) one has

〈cos(βX), ϕ〉 := lim
n→∞

∫
U
e

1
2
β2E (Xn(x))2 cos(βXn(x))ϕ(x)dx,

where the limit is in probability, and (Xn)n≥1 is a sequence of convolution approximations of X. �

The most important example of “ cos(βX)” is the one corresponding to a Gaussian free field (GFF)
on a given simply connected planar domain U ⊂ R2, see the first part of Example 2.6. In Section 3.2
we shall characterise the laws of both “ exp(iβX)” and “ cos(βX)” via moments.

Before concluding this section about the existence and uniqueness of imaginary chaos, we mention
that it is natural to ask whether the definition of the imaginary chaos could be done via the approxi-
mations given by the partial sums of the Karhunen–Loève expansion (2.3):

(3.2) XKL,n(x) :=
n∑
k=1

Ak
√
λkϕk(x).

The benefit of such a definition would be that it would allow using powerful probabilistic tools such
as martingale theory and the Kolmogorov 0–1 law, which sometimes simplify proofs significantly.
Unfortunately, checking even the uniform integrability condition (iii) in Definition 2.7 appears to be
quite complicated in the case of the Karhunen–Loève approximations XKL,n(x), so we cannot refer
to the above statements. However, under a mild further assumption, we will be able to settle the
question by a more probabilistic argument.
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Lemma 3.5. Assume that β ∈ (0,
√
d) and that X is the GFF on a bounded simply connected

subdomain of C, or more generally, that X is a log-correlated field on a bounded domain in Rd

with covariance satisfying our basic assumptions (2.1) and (2.2), and the additional size-condition
supx∈U ‖g(x, ·)‖L2(U) < ∞. Denote νn(x) := exp

(
1
2β

2E [XKL,n(x)
2] + iβXKL,n(x)

)
. As n → ∞, νn

converges to the imaginary chaos µ (see Remark 3.3). More specifically, given φ ∈ C∞
c (Rd), we have

as N → ∞
〈νn, φ〉 → 〈µ, φ〉,

where the convergence is almost sure. Moreover, νm → µ almost surely in the Sobolev space Hs(Rd)
for any s < −d/2.

Proof. We may assume that X is given by the Karhunen–Loève decomposition (2.3). Let us denote

Yn := 〈νn, φ〉 =
∫
U
exp

(1
2
β2E [XKL,n(x)

2] + iβXKL,n(x)
)
φ(x)dx,

whence Yn is a martingale by construction. Here the integral is well-defined since by Cauchy–Schwarz,
the condition supx∈U ‖g(x, ·)‖L2(U) <∞ implies that each eigenfunction ϕk (corresponding to a non-
zero eigenvalue) belongs to L∞(U). In order to prove convergence of Yn to something, as n → ∞,
the martingale structure implies that it is enough to verify that Yn is L2-bounded. Denote by Xδk a
standard convolution approximation and note that since X − XKL,n ⊥ XKL,n we may write Xδk =
(XKL,n)δk + (X −XKL,n)δk , where the summands are independent. This implies that

(3.3) E
(
exp

(1
2
β2E [Xδk(x)

2] + iβXδk(x)
)∣∣Fn) = exp

(1
2
β2E [(XKL,n)δk(x)

2] + iβ(XKL,n)δk(x)
)
,

where Fn is the σ-algebra generated by {A1, . . . , An}, and Ai are the i.i.d. standard Gaussians from
(3.2). By basic real analysis, as we are convolving L1-functions with nice bump functions, there is a
set E ⊂ U of zero Lebesgue measure so that we have (ϕj)δk(x) → ϕj(x) for each j and x ∈ U \ E.
Hence, if we denote

Yn,k := 〈νn, φ〉 =
∫
U
exp

(1
2
β2E [(XKL,n)δk(x)

2] + iβ(XKL,n)δk(x)
)
φ(x)dx,

then we have Yn,k → Yn almost surely as k → ∞. By dominated convergence and (3.3) it follows for
every n that if we write µk for the approximation to µ given by Xδk , then

E |Yn|2 ≤ sup
k

E |Yn,k|2 = sup
k

E
∣∣E (〈µk, φ〉∣∣Fn)∣∣2 ≤ sup

k
E [|〈µk, φ〉|2] := C <∞,

where the last inequality used again the uniform L2-bound on approximations of µ coming from
convolution approximations, which in turn followed from (2.8). Further, the above reasoning16 also
verifies that Yn = E (〈µ, φ〉|Fn). Here both sides converge almost surely by the martingale property
and L2-boundedness, and the right hand side converges to 〈µ, φ〉 simply by the fact that 〈µ, φ〉 is
measurable with respect to the σ-algebra σ(∪∞

j=1Fj).
The stated convergence in the Sobolev space now follows since the above reasoning yields the

uniform estimate E |Yn|2 ≤ c‖φ‖2∞, which leads to νn being a L2-bounded Hs-valued martingale.
Finally, the GFF on a bounded planar domain U ⊂ C satisfies the extra size condition as we then
have 0 ≤ CX(z, w) ≤ c+ log(1/|z − w|) for any z, w ∈ U. �

This concludes our basic discussion about existence and uniqueness of imaginary chaos, and we
move onto discussing probabilistic properties of imaginary chaos.

16More precisely: multiplying (3.3) by φ(x), integrating over U , and letting k → ∞, one sees that the left hand side
of (3.3) becomes E (〈µ, φ〉|Fn) – this used the fact that µk → µ in L2. On the other hand, before taking the k → ∞
limit, the right hand side equals Yn,k and we saw that this tends to Yn as k → ∞.
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3.2. Moment and tail bounds. In this section we will prove moment and tail bounds for imaginary
chaos, namely Theorem 1.3 and Theorem 1.4. The situation is quite different from real chaos (or
complex chaos in general), since, as we will see in this section, for µ from Theorem 1.1, the moments
E |µ(f)|2N are finite for all N ≥ 1 and all f ∈ C∞

c (U). Moreover, it will turn out that (under minor
smoothness assumptions on g from (2.1)) these moments grow slowly enough for one to be able to
characterize the law of µ(f) in terms of its moments. This makes proving that something converges
to imaginary chaos rather straightforward since it is then a question about controlling moments –
indeed, this is what we will show for the XOR-Ising model.

Before going into details about the moments, let us point out that a (formal) straightforward
Gaussian computation yields the formula

(3.4) E |µ(f)|2N “ = ”

∫
U2N

∏
1≤i<j≤N e

−β2CX(xi,xj)
∏

1≤i<j≤N e
−β2CX(yi,yj)∏

1≤i,j≤N e
−β2CX(xi,yj)

N∏
i=1

f(xi)f(yi)dxidyi,

where we have written “ = ” to indicate that we have not justified this identity beyond N = 1, or
that one would have convergence of say µδ to µ in all Lp-spaces. Nevertheless, let us not worry about
rigor for a moment. The archetypical case of (3.4) would be CX(x, y) = log 1

|x−y| and f ≡ 1 (or more
precisely, f ∈ C∞

c (Rd) and f |U = 1), in which case (3.4) becomes the following interesting integral:

(3.5)
∫
U2N

∏
1≤i<j≤N |xi − xj |β

2∏
1≤i<j≤N |yi − yj |β

2∏
1≤i,j≤N |xi − yj |β2 dx1 . . . dxNdy1 . . . dyN

The finiteness of (3.4) for all β ∈ (−
√
d,
√
d) is not completely trivial, although it is well-known to

experts and can be proven e.g. by using the techniques in [57, Appendix A]. Rather precise lower and
upper bounds for (3.5) are known for d = 2, see e.g. [45, 61]. As we will see later on, these bounds
imply in particular that the law of µ(f) is determined by its moments. Our goal in this section is to
prove similar bounds in all dimensions and for more general covariance kernels. This is also crucial
for us in Section 4, where we deal with the convergence of the XOR-Ising model. Note that in this
case, the relevant field is the zero boundary condition GFF from Example 2.6 and moment bounds
on the corresponding imaginary chaos do not follow directly e.g. from [45, 61].

In [45] estimates for moments in the case of the purely logarithmic kernel are obtained via first
establishing a 2-dimensional version of a famous inequality called Onsager’s lemma [71] (also some-
times called the electrostatic inequality). The original 3-d version of Onsager’s inequality (where one
has the |x|−1-kernel instead of our logarithmic kernel) has been used e.g. in the modern theory of
stability of matter [34, 36], and we refer to [36] or [79] for a mathematical proof of the inequality.
These proofs do not apply as such for our general logarithmic covariance kernels, especially in the
case of d 6= 2, but we will shortly discuss in more detail how this can be overcome and explain the
various versions of the generalised inequality we shall need.

In any case, after a suitable version of Onsager is at our hand, we may then finish the proof of the
desired moment bounds by implementing the combinatorial part of the argument in [45] as stated in
Lemma 3.10 below. We include a proof of the lemma in the appendix for the reader’s convenience
as the proof in [45] is for d = 2 and there are cosmetic differences for d 6= 2. Moreover, we also note
that the approach of [45] for lower bounds of the moments generalizes to some extent, and we record
consequences for the tail of the imaginary chaos. Finally, it is to be noted that very precise estimates
for the moments in the case of d = 2 and the purely logarithmic kernel were obtained recently in [61],
with applications to the tails of the corresponding imaginary chaos.

Let us then discuss our versions of Onsager’s lemma, of which there are four in total. Our first
version (see Proposition 3.6 (i) below) takes care of general 2-dimensional covariances for which
g ∈ C2(U × U). This generalizes the one in [45], which considers just the purely logarithmic kernel.
To achieve this generalization, we need to replace the complex analytic proof of [45] by a more
probabilistic one. The effect of the term g in the covariance is dealt with by a rather direct error
analysis. Surprisingly enough, this proof or the other known ones appear not to work for dimensions
d 6= 2, and for that purpose we require a more complicated approach based on a general decomposition
principle of logarithmic covariances – indeed, our second version of Onsager’s inequality is Theorem
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3.8 below, and its proof will be published elsewhere as it relies on the above decomposition principle
whose proof we feel does not belong in this article. The above versions of Onsager are local in the
sense that one considers points lying in a fixed subset of U . In contrast, our third version (Proposition
3.9 below) is a global result in the case of the GFF on a bounded domain. Finally, our fourth
version (Proposition 3.6 (ii) below) is an auxiliary result that does not require further regularity from
g, but comes at the cost of having error of order O(N2) instead of O(N). Hence it is not an ’honest
Onsager inequality’ from our point of view. In fact, quadratic error in N is too large to prove that
the moments determine the distribution, but we may use this version of the inequality to verify that
E |µε(f)|2N converges to (3.4) as ε → 0, validating our formal computations and verifying that all
moments are finite.

We start with the first and fourth version of our Onsager inequalities.

Proposition 3.6. Let K be a compact subset of U , N ≥ 1, q1, . . . , qN ∈ {−1, 1}, and x1, . . . , xN ∈ K.
Assume that the covariance of X is as in (2.1) and that g satisfies the assumptions (2.2). We then
have the following two Onsager-type inequalities:

(i) Let d = 2 and assume that in addition to (2.2) we have g ∈ C2(U × U). Then

−
∑

1≤j<k≤N
qjqkEX(xj)X(xk) ≤

1

2

N∑
j=1

log
1

1
2 mink 6=j |xj − xk|

+ CN,

for some constant C > 0 depending only on g and K.
(ii) Let d ≥ 1 be arbitrary. For convolution approximations Xε (as in Lemma 2.8) of X we have

−
∑

1≤j<k≤N
qjqkEXε(xj)Xε(xk) ≤

1

2

N∑
j=1

log
1

1
2 mink 6=j |xj − xk|

+ CN2

for some constant C > 0 that is independent of ε > 0, and depends only on g and K. Note
that no extra assumptions beyond (2.2) on g are required in this case.

Proof. Let rj = 1
2

(
mink 6=j |xj − xk| ∧ dist(K, ∂U)

)
and set (see here Remark 3.7)

Zj =
1

2π

∫ 2π

0
X(xj + rje

iθ) dθ.

We have

EZ2
j =

1

(2π)2

∫ 2π

0

∫ 2π

0

(
log

1

|rjeiθ − rjeiϕ|
+ g(xj + rje

iθ, xj + rje
iϕ)
)
dθ dϕ(3.6)

= log
1

rj
+

1

(2π)2

∫ 2π

0

∫ 2π

0
g(xj + rje

iθ, xj + rje
iϕ) dθ dϕ

by harmonicity of log(| · |−1). Moreover, for j 6= k we obtain, again using harmonicity of the log,

EZjZk =
1

(2π)2

∫ 2π

0

∫ 2π

0

(
log

1

|xj + rjeiθ − xk − rkeiϕ|
+ g(xj + rje

iθ, xk + rke
iϕ)
)
dθ dϕ

= log
1

|xj − xk|
+

1

(2π)2

∫ 2π

0

∫ 2π

0
g(xj + rje

iθ, xk + rke
iϕ) dθ dϕ.

Letting cj,k = 1
(2π)2

∫ 2π
0

∫ 2π
0 g(xj + rje

iθ, xk + rke
iϕ) dθ dϕ this means that

EZ2
j = log

1

rj
+ cj,j and EZjZk = log

1

|xj − xk|
+ cj,k.
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A simple computation (where we allow also j = k) yields that

cj,k =
1

(2π)2

∫ 2π

0

∫ 2π

0
g(xj + rje

iθ, xk + rke
iϕ) dθ dϕ

=
1

(2π)2

∫ 2π

0

∫ 2π

0
(g(xj , xk) +

(
rje

iθ

rke
iϕ

)
∇g(xj , xk) + ξ(rje

iθ, rke
iϕ)) dθ dϕ

= g(xj , xk) +

∫ 2π

0

∫ 2π

0
ξ(rje

iθ, rke
iϕ) dθ dϕ, =: g(xj , xk) + dj,k,

where ξ is the remainder in the Taylor expansion of g at the point (xj , xk), and the error dj,k is of the
order

|dj,k| . max(r2j , r
2
k).

Since Zj are jointly Gaussian, their covariance is positive definite, and in particular

0 ≤
∑

1≤j,k≤N
qjqkEZjZk =

N∑
j=1

EZ2
j +

∑
j 6=k

qjqkEZjZk

=
N∑
j=1

log
1

1
2(mink 6=j |xk − xj | ∧ dist(K, ∂U))

+ 2
∑

1≤j<k≤N
qjqkEX(xj)X(xk)

+

N∑
j=1

dj,j + 2
∑

1≤j<k≤N
qjqkdj,k.

A key observation for the proof is that by the disjointness of the circles and since d = 2 we have the
area estimate

(3.7) |
N∑
j=1

dj,j | .
N∑
j=1

r2j . |U |.

In turn,

log
1

1
2

(
mink 6=j |xk − xj | ∧ dist(K, ∂U)

) ≤ log
1

1
2 mink 6=j |xk − xj |

+max
(
log

1
1
2 dist(K, ∂U)

, 0
)
.

Moreover, (3.7) implies that

|
∑

1≤j<k≤N
qjqkdj,k| ≤

∑
1≤j<k≤N

cmax(r2j , r
2
k) ≤ 2Nc|U |

for some constant c > 0 that depends on g. By putting all the observations together, part (i) of the
claim follows.

In order to prove the second inequality, we again employ auxiliary random variables Zj . Letting
the radii rj be as before we set this time

Zj := Xmax(ε,rj)(xj).

By Lemma 2.8 we have

EZ2
j = log

1

max(ε, rj)
+O(1)

and

EZjZk = log
1

max(ε, |xj − xk|)
+O(1) = EXε(xj)Xε(xk) +O(1).
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Hence

0 ≤
∑

1≤j,k≤N
qjqkEZjZk =

N∑
j=1

EZ2
j +

∑
j 6=k

qjqkEZjZk

≤
N∑
j=1

log
1

log(12(mink 6=j |xk − xj |))
+ 2

∑
1≤j<k≤N

qjqkEXε(xj)Xε(xk) + CN2.

�

Remark 3.7. Note that the definition of the variables Zj in the above proof is somewhat formal;
we have only defined X as an element of H−ε(R2), so it so it would seem that integrating X over
a circle can not be interpreted as X acting on a valid test function. Nevertheless, the probabilistic
objects we use are simply a device to obtain covariance inequalities. To make things precise, one
might want to rephrase the definition of Zj as Zj := X(ρε,xj ), where ρε,xj ∈ C∞

c (R2) is a convolution
approximation of uniform probability measure on a circle of radius rj around xj . Then later in the
obtained covariance inequalities, one simply lets ε→ 0 and gets the desired statements. However, we
feel that this level of precision could obscure the idea of the proof and hope that the reader will be
forgiving us for the slight inaccuracy in the exposition.

Let us next state the third version of Onsager’s lemma, which is even more local in nature than
Proposition 3.6 but works in arbitrary dimensions. For a definition of the space Hs

loc, we refer the
reader to Section 2.2.
Theorem 3.8. Assume that X is a log-correlated field on the domain U ⊂ Rd with 0 ∈ U and assume
that g ∈ Hd+ε

loc (U ×U) for some ε > 0. Then there is a neighbourhood Bδ(0) ⊂ U of the origin so that
X satisfies the following electrostatic inequality in Bδ(0) :
for any N ≥ 1, q1, . . . , qN ∈ {−1, 1} and x1, . . . , xN ∈ Bδ(0) it holds that

(3.8) −
∑

1≤j<k≤N
qjqkEX(xj)X(xk) ≤

1

2

N∑
j=1

log
1

1
2 mink 6=j |xj − xk|

+ CN,

where C is independent of the points xj or N , but may depend on the neighbourhood Bδ(0).
Proof. This is Theorem 6.1 in [52]. �

One should observe that in the above result, in case d = 2 (disregarding the more local nature that
does not affect our moment estimates) the condition on g is certainly satisfied if g ∈ C2+ε. On the
other hand, in a certain sense the class H2+ε

loc (R2 × R2) is much larger than C2(R2 × R2), e.g. it
allows for local behaviour of type |x − x0|δ, δ > 0, so the conditions are not comparable but extend
each other.

All the above results are local in nature. In order to obtain full grip of the moments, or optimal
understanding of the imaginary chaos on a two-dimensional bounded domain as a random element in
S ′(Rd), it is desirable to have a global version which is valid for all x1, . . . , xN ∈ U. This can be achieved
as a consequence of the previous results if g continues with suitable smoothness in a neighbourhood
of the closure U (by Theorem 3.8 the extension needs not to be even a covariance). We next show
that one can also obtain a global Onsager inequality in the case of the GFF on a bounded simply
connected domain U ⊂ R2 = C. For that end let us recall that the density of the hyperbolic metric
of U at a point z ∈ U is given by

|dHz| :=
2|ψ′(z)|

1− |ψ(z)|2
|dz|,

where ψ : U → D is any conformal map. The hyperbolic distance between two points in U is obtained
by minimizing the integral

∫
γ |dHz| over all rectifiable curves in U joining the given points. In a simply

connected domain the classical Koebe estimate ([42, Theorem 4.3] – we refer overall to [42] on basic
facts on hyperbolic metric) says that

1

2
(d(z, ∂U))−1|dz| ≤ |dHz| ≤ 2(d(z, ∂U))−1|dz|.
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In particular, the hyperbolic distance dominates a multiple of the standard metric. The hyperbolic
metric is conformally invariant, whence one easily computes that in the unit disc the hyperbolic
distance of points w, z ∈ D equals

dH(w, z) = log
(1 + ρ(w, z)

1− ρ(w, z)

)
, with ρ(w, z) :=

∣∣∣∣ z − w

1− zw

∣∣∣∣ ,
where ρ(w, z) is called the pseudo hyperbolic metric between z and w. Also ρ is an honest metric.
Given z0 ∈ U and r > 0 we denote by Bρ(z0, r) ⊂ U the pseudo-hyperbolic ball of radius r. We then
haveBρ(z0, r) = BH(z0, r

′), and this is the image of the ordinary ballB(0, R) ⊂ D under any conformal
map ψ−1 : D → U such that ψ(z0) = 0. Here R = r and r′ is given by r′ = log((1 + r)/(1− r)).

Proposition 3.9. Assume that U ⊂ R2 is simply connected and bounded and that X is the zero
boundary condition GFF on U . Let N ≥ 1, q1, . . . , qN ∈ {−1, 1}, and x1, . . . , xN ∈ U be arbitrary.
Then

−
∑

1≤j<k≤N
qjqkEX(xj)X(xk) ≤

1

2

N∑
j=1

log

(
1

1
2 mink 6=j |xj − xk|

)
+ CN

for some constant C > 0 depending only on the domain U .

Proof. We assume first that U = D. Let rj = 1
2 infk 6=j dρ(xj , xk) be half the pseudo hyperbolic distance

of xj to the nearest point. Denote Bj := Bρ(xj , rj). Let νj stand for the harmonic measure on ∂Bj
with respect to the point xj (computed with respect to the ball Bj). We consider the random variables

Yj =

∫
∂Bj

X(z)νj(dz)

(concerning the definition, an analogue of Remark 3.7 applies). By recalling (2.5), the covariance
CX(z, w) is separately harmonic with respect to both of the variables. Since the balls Bj are disjoint,
a standard limiting argument allows us to use the harmonicity of the Green’s function to compute for
k 6= j

EYjYk =

∫
∂Bj

(∫
∂Bk

CX(z, w)νk(dw)
)
νj(dz) =

∫
∂Bj

CX(z, xk)νj(dz)

= CX(xj , xk).(3.9)
We next observe that by the conformal invariance of the harmonic measure we have for any h ∈ C(∂Bj)
that ∫

∂Bj

h(z)νj(dz) =

∫
∂Bρ(0,rj)

h(τ(w))|dw|,

where
∫

stands for the averaged integral and τ is a conformal self map of D that carries Bρ(0, rj) ⊂ D
to Bj . By applying this formula and the conformal invariance of the GFF covariance we thus obtain

EY 2
j =

∫
∂Bj

(∫
∂Bj

CX(z, w)νj(dw)
)
νj(dz) =

∫
∂Bρ(0,rj)×∂Bρ(0,rj)

log
∣∣∣1− zw

z − w

∣∣∣|dw||dz|
=

∫
∂Bρ(0,rj)×∂Bρ(0,rj)

log
∣∣∣ 1

z − w

∣∣∣|dw||dz| = log(1/rj),(3.10)

where we noted the harmonicity of log |1− zw| and recalled the computation (3.6). We also used the
fact that the standard radius of the pseudo hyperbolic ball centred at the origin is the same as the
pseudo-hyperbolic one.

By performing our standard consideration of the expectation E
∣∣∑N

k=1 qjYj
∣∣2, in view of (3.9) we

thus obtain the desired inequality with the right hand side

1

2

n∑
j=1

log

(
1

1
2 mink 6=j ρ(xj , xk)

)
.

The conformal invariance of both the covariance and the pseudo hyperbolic metric ensures that the
stated inequality with the above right hand side is actually true on any simply connected domain.
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This yields the claim as we finally note that for any bounded domain there is a constant a > 0
so that |z − w| ≤ aρ(z, w). This last inequality is seen by noting that Koebe’s estimate yields
|z − w| ≤ (2diam(U))dH(z, w) ≈ ρ(z, w) for ρ(z, w) ≤ 1/2, and by boundedness of U this yields the
claim. �

Our goal in this section was to bound the moments of imaginary chaos. As noted already before,
after Onsager’s lemma the second ingredient we need for the upper bound is the following estimate.
As the proof is a rather straightforward generalization of the 2-dimensional result in [45] it is given
in the appendix.

Lemma 3.10. Let B(0, 1) be the unit ball in Rd. We have∫
B(0,1)N

exp
(β2
2

N∑
j=1

log
1

1
2 mink 6=j |xj − xk|

)
dx1 . . . dxN ≤ cNNN β2

2d

for some constant c > 0.

This lemma and Proposition 3.6 (ii) yield a bare uniform integrability statement which will be used
to show that all the moments exist and that the formula (3.4) is indeed correct. This verifies the part
of Theorem 1.3 which claims that E |µ(f)|k <∞ for all k.

Corollary 3.11. Let K be a compact subset of U and assume that x1, . . . , xN , y1, . . . , yN ∈ K. Denote
z1 = x1, . . . , zN = xN , zN+1 = y1, . . . , z2N = yN . We have the uniform bound

e−β
2
∑

1≤j<k≤N (CXε (xj ,xk)+CXε (yj ,yk))+β
2
∑

1≤j,k≤N CXε (xj ,yk)

≤ exp
(β2
2

2N∑
j=1

log
1

1
2 mink 6=j |zj − zk|

+ cN2
)
=: ΞN (z1, . . . , z2N )

for all ε > 0. Here the majorant ΞN depends on the subset K through the constant c, and is integrable
over K2N . A fortiori, the formula (3.4) for the moments is valid for any f ∈ C∞

c (U) under our
standard assumptions (2.2).

Proof. We begin by writing out the moment E |µε(f)|2N as a multiple integral

E |µε(f)|2N =

∫
U2N

N∏
j=1

dxjf(xj)
N∏
j=1

dyjf(yj)E eiβ
∑N

j=1(Xε(xj)−Xε(yj))+
β2

2

∑N
j=1(EXε(xj)

2+EXε(yj)
2)

=

∫
U2N

N∏
j=1

dxjf(xj)

N∏
j=1

dyjf(yj)e
−β2

∑
1≤j<k≤N (CXε (xj ,xk)+CXε (yj ,yk))+β

2
∑

1≤j,k≤N CXε (xj ,yk)

≤ ‖f‖2N∞
∫
(supp f)2N

exp
(β2
2

2N∑
j=1

log
1

1
2 mink 6=j |zj − zk|

+ cN2
)
dz1 . . . dz2N .

Since the upper bound is independent of ε we may use the dominated convergence theorem to let
ε→ 0 and deduce that the moments are finite and given by the right formula. �

Lemma 3.10 combined with our versions of Onsager’s inequality allows us to finally prove an
upper bound for the moments of the purely imaginary chaos, verifying the moment bound portion of
Theorem 1.3.

Theorem 3.12. Assume that either d = 2 and g ∈ C2(U×U), or d is arbitrary and g ∈ Hd+ε
loc (U×U)

for some ε > 0. Then for every N ≥ 1 and f ∈ C∞
c (U) we have for µ from Theorem 1.1

E |µ(f)|2N ≤ ‖f‖2N∞ CNN
β2N
d

for some constant C > 0 (which may depend on the support of f).
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Proof. To obtain the stated upper bounds, assume first that we are in the case d = 2 and g ∈
C2(U × U). Then we may use Corollary 3.11 to infer

E |µ(f)|2N =

∫
U2N

N∏
j=1

dxjf(xj)
N∏
j=1

dyjf(yj)e
−β2

∑
1≤j<k≤N (CX(xj ,xk)+CX(yj ,yk))+β

2
∑

1≤j,k≤N CX(xj ,yk)

≤ ‖f‖2N∞
∫
(supp f)2N

exp
(β2
2

2N∑
j=1

log
1

1
2 mink 6=j |zj − zk|

+ cN
)
dz1 . . . dz2N ,

where the last inequality is a consequence of part (1) of Proposition 3.6. The claim now follows from
Lemma 3.10.

In the case where d is arbitrary and g ∈ Hd+ε
loc (U × U), we may by using compactness first cover

supp f with a finite number of balls B(a1, δ1/2), . . . , B(am, δm/2) ⊂ U , where δ` are given by Theo-
rem 3.8. Moreover, we can find a smooth partition of unity of non-negative functions η1, . . . , ηm such
that supp η` ⊂ B(a`, δ`) and for any x in a small neighbourhood of supp f we have

∑m
`=1 η`(x) = 1.

Then

E |µ(f)|2N = E |
m∑
`=1

µ(fη`)|2N ≤ m2NE max
`

(|µ(fη`)|2N ) ≤ m2N
m∑
`=1

E |µ(fη`)|2N ,

and each summand may be approximated as in the previous case, replacing the use of Proposition 3.6
with Theorem 3.8. �

As the final component in the proof of Theorem 1.3, we record the following basic fact about the
moments from Theorem 3.12 growing slowly enough for the moments to determine the law of µ.
Corollary 3.13. Under the conditions of Theorem 3.12 all the exponential moments E eλ|µ(ϕ)| for
λ ∈ R and ϕ ∈ C∞

c (U) are finite and in particular the moments Eµ(ϕ)kµ(ϕ)l for k, l ≥ 0 exist and
they determine the distribution of µ as a random distribution in D′(U).

Proof. As is standard, by linearity, the joint distribution of (µ(φ1), . . . µ(φm)) for any number of test
functions φj ∈ C∞

c (U) is determined as soon as the case of an arbitrary single test function, or m = 1
is known. This on the other hand, follows from Theorem 3.12, since the stated growth rate of the
moments is well-known to be small enough to determine the distribution, see e.g. [33, Theorem 3.3.12].
Finally, the finiteness of exponential moments follows from expanding the exponential as a power
series and using Theorem 3.12 coupled with a standard Jensen estimate. �

As mentioned, the proof of Theorem 1.3 now follows from combining Corollary 3.11, Theorem 3.12,
and Corollary 3.13.

Asymptotics for moments in the case of the Gaussian Free Field (or more precisely for g = 0) have
been proven in [45] by scaling and space partition arguments. Below we show how to slightly alter
their method to deal with a general covariance CX(x, y) and obtain the following lower bounds for the
moments. One should note that the main term in the estimate is the same as for the upper bound.

Proposition 3.14. Let f ∈ C∞
c (U) be non-negative and not identically zero. Then for µ from

Theorem 1.1,

logE |µ(f)|2N ≥ β2

d
N logN +O(N).

Proof. By the assumption we may choose a cube K ⊂ U so that f ≥ c0 > 0 on K. With a simple
scaling and translation argument we may assume that K = [0, 1]d and c0 = 1. Let us denote

Zβ,2N (Ω) = “E |µ(1Ω)|2N” =

∫
Ω2N

∏N
i,j=1 e

β2CX(xi,yj)∏
1≤i<j≤N e

β2CX(xi,xj)+β2CX(yi,yj)

N∏
i=1

dxi

N∏
j=1

dyj ,

for any measurable subset Ω ⊂ K and integer N ≥ 0. Here we wrote “E |µ(1Ω)|2N” to indicate that
we ignore the discussion about whether or not 1Ω is a suitable test function, since it’s only the integral
we are interested in. Note that E |µ(f)|2N ≥ Zβ,2N (K).
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Assume that 0 ≤ N1 ≤ N is an integer and write N2 = N − N1. Let also Ω1,Ω2 ⊂ K be two
measurable subsets (with positive 2N -dimensional measure) satisfying Ω1 ∩ Ω2 = ∅. Then the total
integral defining Zβ,2N (K), can be bounded from below by restricting to the subset of Ω2N where
precisely N1 of both the x- and the y-variables are in Ω1 and N2 of them are in Ω2. There are

(
N
N1

)2
ways to choose the variables in this way and we find the following bound:

Zβ,2N (K) ≥
(
N

N1

)2

Zβ,2N1(Ω1)Zβ,2N2(Ω2)E νe
β2U ≥

(
N

N1

)2

Zβ,2N1(Ω1)Zβ,2N2(Ω2)e
β2E νU ,

where in the last step we used Jensen’s inequality, and we have also introduced the following notation:
ν is a probability measure on Ω2N1

1 × Ω2N2
2 of the form

ν(dx(1), dy(1), dx(2), dy(2)) =
1

Zβ,2N1(Ω1)

1

Zβ,2N2(Ω2)

∏N1
i,j=1 e

β2CX(x
(1)
i ,y

(1)
j )∏

1≤i<j≤N1
eβ

2CX(x
(1)
i ,x

(1)
j )+β2CX(y

(1)
i ,y

(1)
j )

×
∏N2
i,j=1 e

β2CX(x
(2)
i ,y

(2)
j )∏

1≤i<j≤N2
eβ

2CX(x
(2)
i ,x

(2)
j )+β2CX(y

(2)
i ,y

(2)
j )

dx(1)dy(1)dx(2)dy(2),

where dx(i) and dy(i) denote the Lebesgue measure on ΩNi
i , and we write

U = log

∏N1
i=1

∏N2
j=1 e

CX(x
(1)
i ,y

(2)
j )+CX(y

(1)
i ,x

(2)
j )∏N1

i=1

∏N2
j=1 e

CX(x
(1)
i ,x

(2)
j )+CX(y

(1)
i ,y

(2)
j )

.

We point out that the density of ν (as well as the domain of ν) is invariant under the transformation
x(2) ↔ y(2), but under this transformation U is mapped to −U , so we see that E νU = 0. We conclude
that

Zβ,2N (K) ≥
(
N

N1

)2

Zβ,2N1(Ω1)Zβ,2N2(Ω2),

or in other words

1

[N !]2
Zβ,2N (K) ≥ 1

[N1!]2
Zβ,2N1(Ω1)

1

[N2!]2
Zβ,2N2(Ω2).

By induction, if (Ωj)kj=1 are non-empty disjoint positive measure subsets of K and (Nj)
k
j=1 are non-

negative integers such that N1 + ...+Nk = N , then

(3.11) 1

[N !]2
Zβ,2N (K) ≥

k∏
j=1

1

[Nj !]2
Zβ,2Nj

(Ωj).

Let us now apply this inequality to the case where k = dN1/ded, Nj = 1 for all j = 1, . . . , N , Nj = 0

for j = N + 1, . . . , k, and Ωj is a translate of [0, dN1/de−1)d. This yields

logZβ,2N (K) ≥ log[N !]2 +
N∑
i=1

logZβ,2(Ωi).

We now have for some vector vi ∈ [0, 1)d

Zβ,2(Ωi) =

∫
[0,dN1/de−1)2d

eβ
2g(vi+x,vi+y)

|x− y|β2 dxdy ≥ e−β
2‖g‖L∞(K)dN1/deβ2−2d

∫
[0,1)2d

1

|x− y|β2 dxdy
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so that

logZβ,2N (K) ≥ 2N logN − 2N + o(N) +
N∑
i=1

[(
β2

d
− 2

)
logN +O(1)

]
=
β2

d
N logN +O(N). �

As an application of the moment bounds we close this subsection by proving Theorem 1.4.

Proof of Theorem 1.4. Fix λ > 1. By Chebyshev’s inequality and Theorem 3.12 we have for any N ≥ 1
that

logP(|µ(ϕ)| > λ) ≤ log
E |µ(ϕ)|2N

λ2N

≤ β2

d
N log(N)− 2N log(λ) + cN

for some c > 0. Letting N =

⌊
λ

2d
β2 e

−1− cd
β2

⌋
and using the fact that the map x 7→ β2

d x log(x) −

2x log(λ) + cx has Lipschitz constant of order 1 when x ≈ λ
2d
β2 , we get

logP(|µ(ϕ)| > λ) ≤ β2

d
λ

2d
β2 e

−1− cd
β2

2d

β2
log(λ)− β2

d
λ

2d
β2 e

−1− cd
β2 (1 +

cd

β2
)

− 2λ
2d
β2 e

−1− cd
β2 log(λ) + cλ

2d
β2 e

−1− cd
β2 +O(1)

= −β
2

d
λ

2d
β2 e

−1− cd
β2 +O(1).

To prove the lower bound, assume that there exist arbitrarily large numbers λ > 0 such that

logP(|µ(ϕ)| > λ) ≤ −λ
2d
β2

+ε

and fix some large enough λ > 0 (how large λ is needed will be implicitly determined during the
proof). By assuming that λ is so large that b := (1c )

β2

2d λ1+
β2

2d
ε > λ, we may compute for any N ≥ 1

that

E |µ(ϕ)|2N = 2N
(∫ λ

0
+

∫ b

λ
+

∫ ∞

b

)
x2N−1P(|µ(ϕ)| > x) dx

≤ 2Na

∫ λ

0
x2N−1e−cx

2d
β2

dx+ 2Na

∫ b

λ
x2N−1e−λ

2d
β2

+ε

dx+ 2Na

∫ ∞

b
x2N−1e−cx

2d
β2

dx,

where we have used the bound P(|µ(ϕ)| > x) ≤ ae−cx
2d/β2 (for some c > 0 and a > 1) coming from

the first part of the proof, and applied the monotonicity of P(|µ(ϕ)| > x) and the fact a > 1 when
x ∈ [λ, b]. The length of the interval [λ, b] is of the order λ1+

β2

2d
ε. By differentiation it is easy to

check that the function x 7→ x2N−1e−cx
2d
β2 has a unique maximum at x0 =

(β2(2N−1)
2dc

)β2

2d . Fix some

δ ∈ (0, β
2

2d ε). If we now choose N ∈ [12 +
dc
β2λ

2d(1+δ)

β2 , 2(12 +
dc
β2λ

2d(1+δ)

β2 )] to be an integer, (this is possible

for large enough λ), then by this choice of N , the function x 7→ x2N−1e−cx
2d
β2 is increasing on the

interval [0, λ] (simply due to the fact that with this choice of N , we have x0 ≥ λ1+δ). The first integral

is thus bounded by 2Naλ2Ne−cλ
2d
β2

. The second integral can be evaluated as ae−λ
2d
β2

+ε

(b2N − λ2N ),
and finally the third integral has the upper bound

2Na

∫ ∞

b
x2N−1e−cx

2d
β2

dx ≤ 2Na

∫ ∞

b

b2N+1e−cb
2d
β2

x2
dx ≤ 2Nab2N+1e−cb

2d
β2

,
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where we have used the fact that b > 1 for large enough λ, and also that the unique maximum of

x 7→ x2N+1e−cx
2d
β2 , which is at the point

(β2(2N+1)
2dc

)β2

2d , lies in [λ, b] for large enough λ. Our choice
of N shows that both λ2d/β

2+ε and b2d/β
2 grow quicker than N1+δ′ for some δ′ > 0, and hence the

second and the third integrals converge to zero as λ→ ∞ as log b is of the order logN . From the first
integral we obtain that by increasing λ, we can find arbitrarily large integers N = N(λ) for which

E |µ(ϕ)|2N . e
β2N

d(1+δ′) log(N)
.

This contradicts the lower bound given by Proposition 3.14, and concludes the argument. �

3.3. Regularity properties of imaginary chaos. In this section we continue our study of analytic
properties of imaginary chaos, namely we shall study to which classical function spaces imaginary
chaos belongs – this corresponds to Theorem 1.2. We shall obtain essentially sharp results in Besov
and Triebel–Lizorkin scales of function spaces, which include e.g. negative index Hölder spaces.
As described in more detail in Section 2.2, this gives much more combined size and smoothness
information on the chaos than obtained by just considering the Hilbert–Sobolev spaces Hs(Rd).

We start by proving that we are dealing with true generalised functions, instead of say honest
functions or even complex measures. This is the first component of Theorem 1.2. Though this is an
important fact, it seems not to have been proven in the literature before.

Theorem 3.15. The imaginary chaos µ from Theorem 1.1 is almost surely not a complex measure.

Proof. What the claim means is that the total variation of µ is almost surely infinite. To prove this, it is
enough to find a sequence of smooth functions (hk)k≥1 on U such that almost surely supk≥1 ‖hk‖∞ ≤ 1
but supk≥1 |µ(hk)| = ∞. A suitable candidate turns out to be a subsequence of the random sequence

fk(x) = e−iβX1/k(x)ψ(x),

where X1/k are standard mollifications of X, and the real-valued test function ψ ∈ C∞
c (U) satisfies

1B ≤ ψ(x) ≤ 12B, where B = B(x0, r0) is a ball such that the double sized ball 2B := B(x0, 2r0) is
compactly contained in U . The idea of the proof is to calculate Eµ(fk) and E |µ(fk)|2 and argue by
Paley–Zygmund that the total variation must be infinite with probability 1.

To simplify the notation, denote gδ(x) = e−iβXδ(x)ψ(x) so that fk(x) = g1/k(x). Let us begin by
computing Eµ(gδ). Using Proposition 3.1, we can pick a sequence εn ↘ 0 such that µεn → µ almost
surely in say H−d/2−1(Rd). Moreover, using the fact that E ‖µεn‖2Hs(Rd)

is bounded, which was part
of the proof of Proposition 3.1, to justify a standard dominated convergence argument below, we see
that

Eµ(gδ) = lim
n→∞

∫
2B

E eiβXεn (x)−iβXδ(x)e
β2

2
EXεn (x)

2
ψ(x) dx

= lim
n→∞

∫
2B
e−

β2

2
EXδ(x)

2+β2EXεn (x)Xδ(x)ψ(x) dx

=

∫
2B
e−

β2

2
EXδ(x)

2+β2EX(x)Xδ(x)ψ(x) dx =: Aδ,

where EX(x)Xδ(x) = limε→0 EXε(x)Xδ(x). Note that by Lemma 2.8 we have Aδ & δ−
β2

2 .
To compute E |µ(gδ)|2, we argue in a similar way, but now L2-boundedness is not sufficient for

us to conclude. The remedy comes from Proposition 3.6(ii) which can be used to check that say
supn≥1 E ‖12Bµεn‖6H−d/2−1(Rd)

< ∞. In turn, by the smoothness of the covariance CXδ
one easily

verifies that E ‖gδ‖6Hd/2+1(Rd)
< ∞ for each fixed δ > 0. Thus one finds that we can interchange the

order of the limit and integration and we now obtain
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E |µ(gδ)|2 = lim
n→∞

∫
2B

∫
2B

E eiβXεn (x)−iβXεn (y)−iβXδ(x)+iβXδ(y)·

e
β2

2
EXεn (x)

2+β2

2
EXεn (y)

2
ψ(x)ψ(y) dx dy

= lim
n→∞

∫
2B

∫
2B
e−

β2

2
EXδ(x)

2−β2

2
EXδ(y)

2+β2EXεn (x)Xδ(x)+β
2EXεn (y)Xδ(y)ψ(x)ψ(y)·

eβ
2EXδ(x)Xδ(y)+β

2EXεn (x)Xεn (y)−β2EXεn (x)Xδ(y)−β2EXδ(x)Xεn (y) dx dy

=

∫
2B

∫
2B
e−

β2

2
EXδ(x)

2−β2

2
EXδ(y)

2+β2EXδ(x)X(x)+β2EXδ(y)X(y)ψ(x)ψ(y)·

eβ
2EXδ(x)Xδ(y)+β

2EX(x)X(y)−β2EXδ(x)X(y)−β2EXδ(y)X(x) dx dy

=: Bδ.

Our aim is to show that limδ→0
A2

δ
Bδ

= 1. Let

aδ(x) := δβ
2/2e−

β2

2
EXδ(x)

2+β2EXδ(x)X(x)ψ(x)

and
bδ(x, y) := eβ

2EXδ(x)Xδ(y)+β
2EX(x)X(y)−β2EXδ(x)X(y)−β2EXδ(y)X(x).

Then we have

(3.12) Bδ
A2
δ

=

∫
2B

∫
2B aδ(x)aδ(y)bδ(x, y) dx dy( ∫

2B aδ(x) dx
)2 = 1 +

∫
2B

∫
2B aδ(x)aδ(y)(bδ(x, y)− 1) dx dy( ∫

2B aδ(x) dx
)2 .

By Lemma 2.8 we know that aδ(x) is bounded both from above and away from 0, uniformly in δ and
x. Moreover, bδ(x, y) has an integrable majorant of the form C|x − y|−β2 for some C > 0, and it
converges to 1 pointwise. Thus by the dominated convergence theorem the right hand side of (3.12)
tends to 1 as δ → 0, as desired.

Since E |µ(fk)| ≥ Eµ(fk), the Paley–Zygmund inequality shows that we have

P(|µ(fk)| > θE |µ(fk)|) ≥ (1− θ)2
(Eµ(fk))2

E |µ(fk)|2

for any θ ∈ (0, 1). Choosing θ = (E |µ(fk)|)−ε for some ε > 0 we thus see that

P(|µ(fk)| > (E |µ(fk)|)1−ε) ≥ (1− (E |µ(fk)|)−ε)2
A2

1/k

B1/k
→ 1

as k → ∞. As we noted above that Aδ & k(1−ε)
β2

2 , this implies that

(3.13) P
(
|µ(fk)| ≥ Ck(1−ε)

β2

2 for infinitely many k
)
= 1

for some constant C > 0. This provides us with the desired subsequence hk and proves the claim. We
note that for our purposes here one could have chosen for instance ε = 1/2, but we stated (3.13) for
later use in the proof of Theorem 3.16 below. �

The following general result can be used to show that the imaginary chaos belongs to Csloc(U) or
Hs
loc(U)17 for indices s < −β2/2, and this range is essentially optimal. Moreover, the optimality is

not due to some special boundary effects since it is shown using localisations that lie compactly inside
the domain U . This is the second part of Theorem 1.2.

Theorem 3.16. Assume that β ∈ (0,
√
d) and fix 1 ≤ p, q ≤ ∞. Moreover, let X be a log-correlated

field satisfying our basic assumptions (2.1) and (2.2). Let µ be the imaginary chaos given by Theo-
rem 1.1. Then the following are true.

17The definition of localised functions spaces with subscript loc was given in Subsection 2.2. We also recall that for
general s ∈ R, the interpretation of Cs is Bs

∞,∞ – see again Section 2.2.
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(i) We have almost surely µ ∈ Bs
p,q,loc(U) when s < −β2

2 , and µ /∈ Bs
p,q,loc(U) for s > −β2

2 .
(ii) Assume moreover that g ∈ L∞(U×U) or that X is the 2d GFF with zero boundary conditions.

Then almost surely µ ∈ Bs
p,q(R

d) when s < −β2

2 .
(iii) Analogous statements hold for the Triebel spaces in the case p, q ∈ [1,∞).

Proof. (i). Fix ψ ∈ C∞
c (U), and denote the support of ψ by K so that K is a compact subset of

U . In view of the inclusions (2.17),(2.18) and the embedding (2.19), in order to prove the claim it is
enough to establish that for any s < −β2/2 and for arbitrary large positive integers n it holds that
ψµ ∈ Bs

2n,2n(R
d) almost surely.

We fix a large n and compute a suitable moment of the Besov-norm as follows

E ‖ψµ‖2nBs
2n,2n

= E
∞∑
j=0

22nsj
∫
Rd

|((ψµ) ∗ φj)(x)|2n dx,

where the φj :s are as in the discussion leading to (2.16). By Proposition 3.6(ii), and using the fact
that the integrand is invariant under permutations of the whole set of variables x1, . . . , xn, y1, . . . , yn,
we see that it is enough to check that

∞∑
j=0

22nsj
∫
Rd

∫
K2n

|φj(x− x1) . . . φj(x− xn)φj(x− y1) . . . φj(x− yn)|
|x1 − y1|β2 . . . |xn − yn|β2 dx1 . . . dxn dy1 . . . dyn dx

is finite. As for j ≥ 1, the functions φj are built from φ1, we consider separately j = 0 and j ≥ 1.
The summand for j = 0 is clearly finite (by compact support and the fact that β2 < d). For j ≥ 1,
pick a ball B centered at the origin such that K ⊂ B. For the rest of the sum the change of variables
xk 7→ 2−jxk, yk 7→ 2−jyk and x 7→ 2−jx yields the upper bound

∞∑
j=1

22nsj+njβ
2−jd

∫
Rd

(∫
(2jB)×(2jB)

|φ1(x− x1)φ1(x− y1)|
|x1 − y1|β2 dx1 dy1

)n
dx,

where we have used the fact that φj(x) = 2djφ1(2
jx). Comparing with our statement, we see that it

is enough to check that∫
Rd

2−jd

(∫
(2jB)×(2jB)

|φ1(x− x1)φ1(x− y1)|
|x1 − y1|β2 dx1 dy1

)n
dx

is uniformly bounded in j. Notice that for x ∈ 2j+1B we have∫
(2jB)×(2jB)

|φ1(x− x1)φ1(x− y1)|
|x1 − y1|β2 dx1 dy1

.
∫
Rd

1

(1 + |x− x1|2d)(1 + |x− y1|2d)|x1 − y1|β2 dx1 dy1 ≤ c′,

as the integral is constant in x. Moreover, for x /∈ 2j+1B we have∫
x/∈2j+1B

2−jd

(∫
(2jB)×(2jB)

|φ1(x− x1)φ1(x− y1)|
|x1 − y1|β2

)n
dx

≤
∫
x/∈2j+1B

2−jd

(∫
(2jB)×(2jB)

1

(1 + |x− x1|2d)(1 + |x− y1|2d)|x1 − y1|β2 dx1 dy1

)n
dx

≤
∫
x/∈2B

2(2jd−jβ
2)n

(∫
B×B

1

(1 + 22dj |x− x1|2d)(1 + 22dj |x− y1|2d)|x1 − y1|β2 dx1 dy1

)n
dx,

.
∫
x/∈2B

2n(−2jd−jβ2)

|x|4dn

(∫
B×B

1

|x1 − y1|β2 dx1 dy1

)n
dx
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which goes to 0 as j → ∞. This concludes the proof of ψµ ∈ Bs
2n,2n(R

d) almost surely, and thus by
our discussion at the beginning of the proof, this implies that for s < −β2

2 , µ ∈ Bs
p,q,loc(U) almost

surely.
We then turn to the converse direction. In this case one deduces from (2.17),(2.18) and (2.19) that

it is enough to verify for any fixed s < β2

2 that almost surely ψµ /∈ B−s
1,1. From (3.13) we know that

if we let fk(x) = ψ(x)e−iβX1/k(x) with ψ as in the proof of Theorem 3.15, then for any δ > 0 there

exists a deterministic constant C and a stochastic sequence nk → ∞ such that |µ(fnk
)| ≥ Cn

β2

2
−δ

k

with probability one. By the duality of B−s
1,1 and Bs

∞,∞ we thus have

‖µ‖B−s
1,1

≥
Cn

β2

2
−δ

k

‖fnk
‖Bs

∞,∞

,

and hence it is enough to show that for all fixed δ > 0 the inequality ‖fn‖Bs
∞,∞ ≤ ns+2δ holds almost

surely for large enough n. We will prove this bound first in the case when s < 1. The norm ‖fk‖Bs
∞,∞

is equivalent to the Hölder norm of fk, and since t 7→ e−iβt is Lipschitz, it is enough to consider the
Cs-norm of X1/k. In order to bound this, we note first that for a fixed δ ∈ (0, (1− s)/2)

‖X1/n‖Cs ∼ c‖IδX1/n‖Cs+δ ∼ ‖(IδX)1/n‖Cs+δ ,

where Iδ is the standard lift operator (2.20) (see the definition in Subsection 2.2) Iδ : Cs → Cs+δ,
and c > 0 is a constant. By Lemma 2.5 we have IδX ∈ Cδ/2 almost surely, and thus by Fernique’s
theorem

E exp
(
a‖IδX‖2

Cδ/2

)
<∞

for some a > 0. Moreover, we may compute directly from the definition of a convolution that

|(IδX)1/n(x)− (IδX)1/n(y)| ≤ ‖IδX‖∞
∫

|η1/n(x− u)− η1/n(y − u)| du(3.14)

≤ b‖IδX‖∞min(1, n|x− y|)

for some constant b > 0. Thus

‖(IδX)1/n‖Cs+δ ≤ b sup
|x−y|≤1

|x− y|−s−δmin(1, n|x− y|)‖IδX‖∞ + ‖(IδX)1/n‖∞

. (ns+δ + 1)‖IδX‖Cδ/2 .

By the Fernique bound we have

P(‖(IδX)1/n‖Cs+δ > ns+2δ) ≤ P((ns+δ + 1)‖IδX‖Cδ/2 ≥ ns+2δ) ≤ e−b
′nδ

for some constant b′ > 0. Finally, by Borel–Cantelli ‖fn‖Cs ≤ ns+2δ for all large enough n ≥ n(ω).
This is precisely what we set out to prove, so we are done in the s < 1 case.

In the case of s ≥ 1, we may actually choose s > 1 and we need to get an estimate for the Hölder
norm of the derivatives of X1/n. This is obtained by applying estimates like (3.14) by replacing the
test function η by its derivatives. We leave the details for the reader.

(ii) The proof is identical to that in case (i) as one invokes Proposition 3.9.
(iii) The claims for the Triebel–Lizorkin spaces follow easily from those for the Besov spaces by

employing the embeddings (2.17). �

Combining Theorem 3.15 and Theorem 3.16 yields Theorem 1.2, so this concludes our study of
regularity properties of imaginary chaos and we turn to what we refer to as universality properties.
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3.4. Universality properties. The goal of this section is to study the following question: For
which periodic functions H can we make sense of H(X) (through a suitable regularization and
renormalization procedure) when X is a log-correlated field? To give an intuitive answer to this
question, let us assume that H is a 2π/β-periodic18 function and let us expand H(Xn) as a Fourier
series H(Xn(x)) =

∑
k∈ZHke

ikβXn(x). Now if H0 6= 0, we would expect from Proposition 3.1 that
H(Xn(x)) → H0 as n → ∞. If on the other hand H0 = 0, and β is small enough, then one would
expect that multiplying by e

β2

2
E [Xn(x)2] and letting n → ∞ would pick out the k = ±1-terms and

yield H1e
iβX(x) + H−1e

−iβX(x). If H±1 = 0 and β is small enough, one would expect convergence
to H2e

2iβX(x) +H−2e
−2iβX(x) and so on. To make this argument rigorous, one needs to control the

contribution of the higher Fourier modes. For simplicity we shall assume from now on that H is real,
even, H0 = 0, and H1 6= 0, though these assumptions can be relaxed, see Remark 3.19 below.

Before proceeding, let us address a technicality that might concern a careful reader. If H is not very
regular, say just measurable instead of continuous, one might worry whether or not

∫
H(Xn(x))ϕ(x)dx

is a well defined random variable. That is, if H̃ = H Lebesgue almost everywhere, do we have∫
H(Xn(x))ϕ(x)dx =

∫
H̃(Xn(x))ϕ(x)dx almost surely? To see that this is the case, note that if Xn

is a centered Gaussian field with continuous realisations on the bounded domain U ⊂ Rd, pointwise
non-degenerate (i.e. EXn(x)

2 > 0 for each x ∈ U), and H : R → R is a locally bounded function,
then for any bounded compactly supported measurable function ϕ, the evaluation

Y :=

∫
U
H(Xn(x))ϕ(x)dx

is well-defined as a random variable. Indeed, we may choose Borel measurable representatives for the
functions H and ϕ, and it follows that (x, ω) 7→ H(Xn(x, ω))ϕ(x) is jointly measurable. Moreover,
given another Borel measurable representative H̃, one has a.s. H(Xn(x, ω)) = H̃(Xn(x, ω)) for almost
every x ∈ U by Fubini’s theorem and the fact that Gaussians have continuous density on Rd. Hence
moving to H̃ does not change the value of Y , and we do not need to assume much regularity from H
to pose a meaningful question.

In what follows we assume again that (Xn) are standard convolution approximations of our log-
correlated field X on the domain U ⊂ Rd. To be more precise, we write Xn := X ∗ ηcn for some
sequence cn → 0 as in Lemma 2.8, and we recall that the covariance Cn(x, y) := CXn(x, y) satisfies
for any compact subset K ⊂ U , that there exists a M =M(K) such that

(3.15)
∣∣∣Cn(x, y)− log

( 1

max(cn, |x− y|)
)∣∣∣ ≤M for all x, y ∈ K,

as n→ ∞.
The following lemma is instrumental in controlling the contribution of higher order Fourier modes.

We are able to obtain a result for a slightly larger class of functions H when specializing to two
dimensions and assuming some further regularity from g, and for this reason, we also prove a slightly
stronger version of our control of higher Fourier modes in the case of d = 2.

Lemma 3.17. Let X be a log-correlated field satisfying assumptions (2.1) and (2.2) and let (Xn) be
a convolution approximation of it as described above. Assume that β ∈ (0,

√
d) and ϕ ∈ L∞(U) has

compact support. Denote for k ∈ Z

Yk :=

∫
U
ϕ(x)e

1
2
β2Cn(x,x)eikβXn(x)dx.

(i) For all integers k with |k| ≥ 2 it holds that
(3.16) E |Yk|2 . cαn‖ϕ‖2L∞ ,

where cn is as in (3.15), α = min(3β2, d − β2), and in the special case β = 1
2

√
d the factor on the

right hand side must be replaced by c3β
2

n log 1
cn
. The bounds are uniform in k.

18This is simply a notationally convenient way to write the arbitrary period of the function as it will work well with
the notation we have used previously.
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(ii) Assume that d = 2, g ∈ C2(U × U) and assume that the bump function η used to define the
convolution approximations Xn is additionally non-negative, radially decreasing and symmetric, so
that η(0) > 0. Moreover, assume that the term g in the covariance satisfies g(x, x) = g(y, y) for all
x, y ∈ U . Then for all integers `, k with |`|, |k| ≥ 4/β and for n large enough it holds that

(3.17) |EYkY`| .
(e2Mcn)

−β2+2+β2

8
(`−k)2

(|`| ∨ |k|)2
‖ϕ‖2L∞ .

Proof. (i) We may assume that ‖ϕ‖L∞ = 1 and denote K := supp(ϕ) ⊂ U , so that K is compact.
A direct computation yields the upper bound

E |Yn|2 ≤ In := ‖ϕ‖2L∞

∫
K×K

exp
(
β2k2Cn(x, y)−

1

2
β2(k2 − 1)(Cn(x, x) + Cn(y, y)

)
dxdy.

In the range k2β2 < d the term exp(β2k2Cn(x, y)) is uniformly integrable in n, As |Cn(x, x) −
log(1/cn)| . 1 for all x we infer that In . c

(k2−1)β2

n . In the case k2β2 = d we obtain a similar bound
where one just adds the extra factor∫

U×U
edCn(x,y)dxdy ∼

∫
|x−y|≤cn

c−dn +

∫
|x−y|≥cn

|x− y|−d ∼ log(1/cn).

In the generic situation k2β2 > d we observe first that due to the covariance inequality

(3.18) Cn(x, y) ≤
1

2
(Cn(x, x) + Cn(y, y)),

the integrand in In is upper bounded by exp(β2Cn(x, y)). We use this estimate in the part of the
product domain where |x− y| ≤ e2Mcn and note that for the remaining values |x− y| > e2Mcn, where
M is from (3.15), we have

β2k2Cn(x, y)−
1

2
β2(k2 − 1)(Cn(x, x) + Cn(y, y))

≤ β2k2(log(|x− y|−1) +M − β2(k2 − 1)(log(1/cn)−M)

≤ β2k2 log
(∣∣(x− y)e−2M

∣∣−1)− β2(k2 − 1) log(1/cn).

Thus

In .
∫
|x−y|≤e2M cn

|x− y|−β2
dxdy + cβ

2(−1+k2)
n

∫
|x−y|>e2M cn

|(x− y)e−2M |−k2β2
dxdy

. c−β
2+d

n ,

where in the latter integral one performs a change of variables (x, y) = (e2Mx′, e2My′). The claim
follows by combining our estimates for different values of k.

(ii) We use the same notation as in the proof of part (i). Consider first the case where ` and k
have the same sign, so that we may assume k, ` > 0. We claim first that given any constant A > 0,
for points x, y ∈ K it holds with a constant δ = δ(K,A, g) > 0 and large enough n ≥ n0(K,A, g) that

(3.19) Cn(x, y) ≤ Cn(x, x)− δ
(
|x− y|/cn)2 if |x− y| ≤ Acn.

This auxiliary result will be used later on in the proof. In order to verify (3.19), we fix y0 ∈ K and
note that

Cn(x, y0) =
(
η̃cn ∗ log(| · |−1)

)
(x− y0) +

(
(ηcn ⊗ ηcn) ∗ g)(x, y0)

=: Vn(x) +Wn(x)

where η̃ := η ∗ η. Since Cn(x, x) is independent of x, it follows from the covariance inequality (3.18)
that Vn(x) +Wn(x) has a maximum at x = y0 and we have ∇(Vn +Wn)(y0) = 0. By symmetry
considerations ∇Vn(y0) = 0, whence also ∇Wn(y0) = 0. Since D2Wn is bounded in any compact
subdomain of U , uniformly in n, we may easily infer the uniform bound

Wn(x)−Wn(y0) ≤ C|x− y0|2,
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valid uniformly for (x, y0) ∈ K × K, and C = C(K). On the other hand, the function V0 :=
(
η̃1 ∗

log(| · |−1)
)
(x − y0), defined for all x ∈ R2, obtains its unique maximum at the point y0 by (an

integral version of) the Hardy–Littlewood rearrangement inequality, and as the logarithm yields the
fundamental solution of the Laplacian in the plane, we have ∆V0(y0) = −2πη̃1(0) < 0. As V0 is
radial with respect to y0 it follows easily that for any given A ≥ 1 there is δ = δ(A) > 0 such that
V0(x) − V0(y0) ≤ −2δ|x − y0|2 for |x − y0| ≤ A. Then the scaling properties of the logarithm yield
that

Vn(x)− Vn(y0) ≤ −2δ(|x− y0|/cn)2 for |x− y0| ≤ Acn.

By combining this with our previous estimate for Wn(x) −Wn(y0) the inequality (3.19) follows for
large enough n.

We now move to actually estimating E |YkY`|. We recall that K ⊂ U is the topological support of
ϕ and compute∣∣EYkY`∣∣ = ∣∣∣∣∫

K×K
ϕ(x)ϕ(y) exp

[
`kβ2Cn(x, y)−

β2

2

(
(`2 − 1)Cn(x, x) + (k2 − 1)Cn(y, y)

)]
dxdy

∣∣∣∣
. c−β

2

n

∫
K×K

exp

[
`kβ2Cn(x, y)−

β2

2

(
`2Cn(x, x) + k2Cn(y, y)

)]
dxdy

= c−β
2

n

∫
{|x−y|≤e2M cn}∩K×K

e`kβ
2Cn(x,y)−β2

2

(
`2Cn(x,x)+k2Cn(y,y)

)
dxdy

+ c−β
2

n

∫
{|x−y|>e2M cn}∩K×K

e`kβ
2Cn(x,y)−β2

2

(
`2Cn(x,x)+k2Cn(y,y)

)
dxdy

=: I1n + I2n.

In the set {|x− y| > e2Mcn} ∩K ×K we may estimate

`kβ2Cn(x, y)−
β2

2

(
`2Cn(x, x) + k2Cn(y, y)

)
≤ `kβ2(log(|x− y|−1) +M)− β2

2
(`2 + k2)(log(1/cn)−M)

≤ `kβ2
(
log
(
|e2M |x− y|−1|

)
−M

)
− β2

2
(`2 + k2)(log(1/cn)−M)

≤ `kβ2 log
(
|e2M |x− y|−1|

)
− β2

2
(`2 + k2) log(1/cn) +

Mβ2

2
(`− k)2.

We denote M ′ := eM and perform the change of variables u = (x − y)/(M ′)2, v = (x + y)/(M ′)2.
After integration first with respect to the variable v it follows that

I2n . c
−β2+β2

2
(`2+k2)

n M ′β2(`−k)2/2
∫
|u|≥cn

|u|−k`β2
du

.
(cnM

′)−β
2+2+β2

2
(`−k)2

k`β2 − 2
.

(cnM
′)−β

2+2+β2

2
(`−k)2

`k
.

(cnM
′)−β

2+2+β2

4
(`−k)2

(` ∨ k)2
,

where in the second last inequality we used the fact that 1
4k`β

2 ≥ 2, which follows from our assumption
that |k|, |`| ≥ 4/β. In turn, the last inequality follows by noting that we may assume ` > k, and by
considering separately the cases ` ≥ 2k and 2k > `. Naturally, we need to assume that n is large
enough so that, say, c−1

n > 2M ′.
Next, for I1n we have |x− y| ≤ e2Mcn. Using (3.19) yields that

`kβ2Cn(x, y)−
β2

2

(
`2Cn(x, x) + k2Cn(y, y)

)
≤ `kβ2(Cn(x, x)− δ(|x− y|/cn)2)−

β2

2

(
`2 + k2

)
Cn(x, x)

≤ (`− k)2
1

2
β2(log cn +M)−

(
(δ`k)1/2β|x− y|/cn

)2
.
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We thus obtain

I1n . c−β
2

n (cnM
′)

β2

2
(`−k)2

∫
K

∫
R2

e−((δ`k)1/2β|x−y|/cn)2 dx dy .
(cnM

′)−β
2+2+β2

2
(`−k)2

`k
,

and this is transformed to the desired form as before.
Finally, the case where k and ` have different sign is much easier since then the term `kβ2Cn(x, y)

has negative sign and works to our favour. �

We are now in a position to prove our universality result.

Theorem 3.18. (i) Let (Xn)n≥1 be a convolution approximation of a log-correlated field X as in
Lemma 3.17 and let 0 < β <

√
d. Assume that H : R → R is a 2π/β-periodic even function with

absolutely convergent Fourier series and mean zero. Then there is a constant a such that for every
test function ϕ ∈ C∞

c (U) we have∫
U
ϕ(x)e

1
2
β2Cn(x,x)H(Xn(x))dx→ 〈a“ cos(βX)”, ϕ〉,

in probability as n→ ∞.

(ii) If d = 2 and Xn, X satisfy the condition of part (ii) of the previous lemma, we have the same
conclusion as in part (i) of this theorem, but assuming only that H is a locally integrable 2π/β-periodic
even function with mean zero.

Proof. (i) Let H(x) =
∑∞

k=1 Ĥk cos(βkx). By Theorem 1.1 it is enough to check that for a test
function ϕ the quantity

R :=
∑
|k|≥2

Ĥk

∫
U
e

1
2
β2Cn(x,x)ϕ(x)

(
eikβXn(x) + e−ikβXn(x))dx

converges to zero in probability. Since
∑

|k|≥2 |Ĥk| < ∞ by assumption, this follows from Lemma
3.17(i) combined with two basic Cauchy–Schwarz estimates as one then finds that ER2 → 0 as
n→ ∞.

(ii) We aim to show that again ER′2 → 0 as n→ ∞, where we now define

R′ :=
∑

|k|≥k0

Ĥk

∫
U
e

1
2
β2Cn(x,x)ϕ(x)

(
eikβXn(x) + e−ikβXn(x))dx,

where k0 > 2
√
d/β. The finite number of terms with 2 ≤ |k| < k0 can be handled as in case (i).

Since e.g. Fejér partial sums of the Fourier series converge to H almost everywhere pointwise, Fatou’s
lemma allows us to assume that H is a trigonometric polynomial and it is enough to prove a uniform
bound for ER2 over all trigonometric polynomials H such that the modulus of all of their Fourier
coefficients is bounded by 1. However, by Lemma 3.17(ii) we obtain in this situation

ER′2 ≤
∑

|k|,|`|≥k0

|Ĥ(k)Ĥ(`)EYkY`| . c−β
2+2

n

∑
|k|,|`|≥k0

(cne
2M )

β2

4
(`−k)2

(|`| ∨ |k|)2

. c−β
2+2

n → 0 as n→ ∞.

�

Remark 3.19. The second part of the result applies to e.g. ∗-scale invariant log-correlated fields
since they typically have translation invariant covariance structure. The same proof of course yields
that if H is any complex valued 2π/β-periodic function with zero mean and absolutely convergent
Fourier series, the limit is a linear combination of the imaginary chaoses “e±iβX”.

This concludes our study of universality and now we discuss the behavior of µ near βc.
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3.5. Approach to the critical point. As we have mentioned before and as follows from results in
[57], e

β2

2
E [Xn(x)2]+iβXn(x) does not converge for β ≥

√
d, at least if one assumes a bit more of g and

the approximation Xn. Nevertheless, if one multiplies this quantity by a suitable deterministic one,
then one can prove convergence to white noise. In this section, we study how this fact that βc :=

√
d

is a special point can be seen from the limiting objects µ. In what follows, we find it convenient to
write µβ to indicate the dependence on β and hope this notation causes no confusion. The main
result of this section is the following which describes how µβ blows up as β increases to

√
d. The

theorem complements in a natural manner some results in [57], and the methods used in the proof
are somewhat similar to the ones already employed in that paper.

Theorem 3.20. Let X be a log correlated field on the bounded subdomain U ⊂ Rd satisfying the
standard assumptions (2.2) as before. Fix any test function f ∈ C∞

c (U). As β ↗
√
d, we have√

d− β2

|Sd−1|
µβ(f) →

∫
U
f(x)e

β2

2
g(x,x)W (dx)

in law, where W is the standard complex white noise on U ,19 and |Sd−1| denotes the “area” of the
unit sphere of Rd.

Proof. As we are dealing with Gaussian random variables, it is enough to show that the moments
converge and we start by computing the second absolute one; we will implicitly be using constantly
the results from Section 3.2 which allow us to write all the moments as suitable integrals. We have

d− β2

|Sd−1|
E |µβ(f)|2 =

d− β2

|Sd−1|

∫
|x−y|<(d−β2)

1
2d

f(x)f(y)
eβ

2g(x,y)

|x− y|β2 dx dy

+
d− β2

|Sd−1|

∫
|x−y|>(d−β2)

1
2d

f(x)f(y)
eβ

2g(x,y)

|x− y|β2 dx dy.

The trivial estimate 1

|x−y|β2
≤ 1

(d−β2)
β2

2d

shows that the second term goes to 0 as β ↗
√
d. This and

uniform continuity of our test function f and the function g on the support of f easily gives us

lim
β↗

√
d

d− β2

|Sd−1|
E |µβ(f)|2 = lim

β↗
√
d

d− β2

|Sd−1|

∫
|x−y|<(d−β2)

1
2d

|f(x)|2eβ2g(x,x)

|x− y|β2 dx dy

= lim
β↗

√
d

d− β2

|Sd−1|

∫
U
|f(x)|2eβ2g(x,x)

∫
y∈B(x,(d−β2)

1
2d )

|x− y|−β2
dy dx

= lim
β↗

√
d

d− β2

|Sd−1|

∫
U
|f(x)|2eβ2g(x,x)|Sd−1|

∫ (d−β2)
1
2d

0
rd−1−β2

dr dx

= lim
β↗

√
d
(d− β2)

d−β2

2d

∫
U
|f(x)|2eβ2g(x,x) dx

=

∫
U
|f(x)|2eβ2g(x,x) dx.

Next note that for mixed moments we have by Lemma A.2 and the above computation that(d− β2

|Sd−1|

)a+b
2
∣∣∣Eµβ(f)aµβ(f)b∣∣∣ ≤ Ca,b

(d− β2

|Sd−1|

)a+b
2
(E |µβ(f)|2)min(a,b)

. (d− β2)
a+b
2

−min(a,b),

19Our notation here is slightly formal; Zh :=
∫
h(x)W (dx) denotes a centered complex Gaussian random variable

satisfying EZ2
h = 0 and E |Zh|2 =

∫
U
|h(x)|2dx.
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where the right hand side tends to 0 as β ↗
√
d. Thus it remains to check that the moments(

d−β2

|Sd−1|

)a
E |µβ(f)|2a behave correctly. We have

E |µβ(f)|2a =
∫
U2a

( a∏
j=1

dxjdyjf(xj)f(yj)
)∏

1≤j<k≤a |xj − xk|β
2 |yj − yk|β

2
e−β

2g(xj ,xk)−β2g(yj ,yk)∏
1≤j,k≤a |xj − yk|β2e−β

2g(xj ,yk)
.

We may split the integration domain into the a! disjoint sets Aσ, σ ∈ Sa, and the complement of their
union, where

Aσ = {|xi − yσi | < (d− β2)
1
2d for all 1 ≤ i ≤ a}

∩ {|xi − xj | > (d− β2)
1
3d for all 1 ≤ i < j ≤ a}.

Consider the integral over Ae, where e is the identity permutation. In Ae we have for j < k that
|xj − xk|
|xj − yk|

≥ |xj − xk|
|xj − xk|+ |xk − yk|

≥ 1

1 + (d−β2)
1
2d

(d−β2)
1
3d

and
|xj − xk|
|xj − yk|

≤ |xj − xk|
|xj − xk| − |xk − yk|

≤ 1

1− (d−β2)
1
2d

(d−β2)
1
3d

from which we deduce that in Ae
|xj − xk|
|xj − yk|

→ 1

as β →
√
d. Similar reasoning shows that

|yj − yk|
|xk − yj |

→ 1.

Hence again by uniform continuity of g and f

lim
β↗

√
d

(d− β2

|Sd−1|

)a ∫
Ae

( a∏
j=1

dxjdyjf(xj)f(yj)
)∏

1≤j<k≤a |xj − xk|β
2 |yj − yk|β

2
e−β

2g(xj ,xk)−β2g(yj ,yk)∏
1≤j,k≤a |xj − yk|β2e−β

2g(xj ,yk)

= lim
β↗

√
d

(d− β2

|Sd−1|

)a ∫
Ae

∏a
j=1 dxjdyj |f(xj)|2eβ

2g(xj ,xj)∏
1≤j≤a |xj − yj |β2

= lim
β↗

√
d

(d− β2

|Sd−1|

)a ∫
|xi−xj |>(d−β2)

1
3d

( a∏
j=1

dxj |f(xj)|2eβ
2g(xj ,xj)

) a∏
j=1

∫
|yj−xj |<(d−β2)

1
2d

dyj

|xj − yj |β2

= lim
β↗

√
d

(d− β2

|Sd−1|

)a ∫
|xi−xj |>(d−β2)

1
3d

( a∏
j=1

dxj |f(xj)|2eβ
2g(xj ,xj)

)
|Sd−1|a

(∫ (d−β2)
1
2d

0
rd−1−β2

dr
)a

=

(∫
U
|f(x)|2eβ2g(x,x) dx

)a
.

By relabelling yi, we see that the result does not depend on the permutation chosen, so we get the
same outcome a! times. Thus the moments converge to Gaussian ones as soon as we check that the
contribution from the complement of the sets Aσ goes to 0. The complement is covered by the sets

B1 = {|xj − xk| ≤ (d− β2)
1
3d for some 1 ≤ j < k ≤ a}

and
B2,k = {|xk − yj | > (d− β2)

1
2d for all j 6= k}.
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We have

lim
β→

√
d

(d− β2

|Sd−1|

)a ∫
B1

( a∏
j=1

dxjdyjf(xj)f(yj)
)∏

1≤j<k≤a |xj − xk|β
2 |yj − yk|β

2
e−β

2g(xj ,xk)−β2g(yj ,yk)∏
1≤j,k≤a |xj − yk|β2e−β

2g(xj ,yk)

= 0

because we may use Lemma A.1 and Fubini’s theorem to integrate out the variables yk, leaving a
term of size . (d − β2)−a that cancels the factor in front. The remaining integral over the variables
xk is over a domain whose measure goes to 0. Finally, again using Lemma A.1 we have(d− β2

|Sd−1|

)a ∫
B2,a

( a∏
j=1

dxjdyjf(xj)f(yj)
)∏

1≤j<k≤a |xj − xk|β
2 |yj − yk|β

2
e−β

2g(xj ,xk)−β2g(yj ,yk)∏
1≤j,k≤a |xj − yk|β2e−β

2g(xj ,yk)

. ‖f‖2a∞
∑
σ∈Sa

(d− β2

|Sd−1|

)a ∫
B2,a

( a∏
j=1

dxjdyj

) 1∏
1≤j≤a |xj − yσj |β

2

.
∑
σ∈Sa

(d− β2

|Sd−1|

)a
(d− β2)−

β2

2d

∫
B2,a

( a∏
j=1

dxjdyj

) 1∏
1≤j≤a−1 |xj − yσj |β

2

. (d− β2)1−
β2

2d ,

which goes to 0. A similar calculation holds for B2,k, 1 ≤ k ≤ a− 1. �

This concludes the portion of this article dealing with basic properties of imaginary chaos. We now
turn to discussing the Ising model.

4. The Ising model and multiplicative chaos: the scaling limit of the critical and
near critical planar XOR-Ising spin field

The goal of this section is to prove Theorem 1.5 and Theorem 1.6. We begin by first recalling the
definition of the Ising model (with + boundary conditions) on a finite part of the square lattice as
well as recent results concerning the scaling limit of correlation functions of the spin field for the
critical Ising model on a finite part of the square lattice. We then define the XOR-Ising model
on the square lattice and using the results concerning the correlation functions (along with some
rough estimates for the behavior of the correlation functions on the diagonals), we prove Theorem
1.5, namely that in zero magnetic field, the scaling limit of the critical XOR-Ising spin field is the real
part of an imaginary multiplicative chaos distribution. After this, we prove that if we add a magnetic
field to the XOR-Ising model, then the scaling limit of the spin field can be seen as the cosine of the
sine-Gordon field, which is Theorem 1.6.

4.1. The Ising model and spin correlation functions for the critical planar Ising model.
Let U ⊂ C be a simply connected bounded planar domain, and for δ > 0, let Fδ be the set of faces
of the lattice graph δZ2 that are contained in U . To avoid overlap, let us say that the faces are half-
open, i.e. of the form δ([n, n+ 1)× [m,m+ 1)) for some m,n ∈ Z. Following [18], we will define our
Ising model on the faces Fδ. We also define the set of boundary faces ∂Fδ as the set of those faces in
δZ2 which are adjacent to a face in Fδ but not in Fδ themselves.

We call a function σ : Fδ ∪ ∂Fδ → {−1, 1}, a 7→ σa a spin configuration on Fδ ∪ ∂Fδ and we define
the Ising model on Fδ with + boundary conditions, inverse temperature β, and zero magnetic field to
be a probability measure on the set of spin configurations on Fδ ∪ ∂Fδ such that the law of the spin
configuration is

Pδ(σ) = P+
δ,β,U (σ) =

1

Zβ
e
β
∑

a,b∈Fδ∪∂Fδ,a∼b σaσb1{σ|∂Fδ
= 1},

where by a ∼ b we mean that a, b ∈ Fδ ∪ ∂Fδ are neighboring faces, and Zβ is a normalizing constant.
We count each pair a, b of nearest neighbor faces only once. We will want to talk about the spin at
an arbitrary point x ∈ U , so we define a function σδ(x) = σf if x ∈ f ∈ Fδ, and σδ(x) = 1 otherwise.
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As discussed in the introduction, a fundamental fact about the planar Ising model with zero mag-
netic field is that the model has a phase transition. From now on, we will focus on the critical model,
namely when β = βc =

log(1+
√
2)

2 – see [8, Section 7.12]. We will also write from now on Pδ = P+
δ,βc,U

for the law of the critical Ising model (on the faces Fδ ∪ ∂Fδ with the + boundary conditions as indi-
cated above) as well as the law of the induced spin field σδ : U → {−1, 1}.

We next turn to the analysis of the correlation functions of σδ, which as we discussed in Section 1.3
have a non-trivial scaling limit and are connected to conformal field theory. The precise statement
concerning the scaling limit is a recent result of Chelkak, Hongler, and Izyurov (see [18, Theorem 1.2]
and the discussion leading to it):

Theorem 4.1 (Chelkak, Hongler, and Izyurov). Let x1, ..., xn ∈ U be distinct and the spin field σδ
be distributed according to Pδ (as defined above). Then for C = 25/48e

3
2
ζ′(−1),

lim
δ→0+

δ−
n
8 E

 n∏
j=1

σδ(xj)

 = Cn
n∏
j=1

(
|ϕ′(xj)|
2Imϕ(xj)

)1/8

×

2−n/2
∑

µ∈{−1,1}n

∏
1≤k<m≤n

∣∣∣∣∣ϕ(xk)− ϕ(xm)

ϕ(xk)− ϕ(xm)

∣∣∣∣∣
µkµm

2

1/2

,

where ϕ : U → H = {x+iy ∈ C : y > 0} is any conformal bijection and for any ε > 0, the convergence
is uniform in {x1, ..., xn ∈ Ω : mini 6=j |xi − xj | > ε,mini d(xi, ∂U) > ε}.

Remark 4.2. We note that in [18], the authors consider actually the square lattice rotated by π/4 and
with diagonal mesh 2δ in which case the lattice spacing is

√
2δ instead of δ as in our case. Rotating the

lattice plays a role only in the value of the constant C. Our version follows by replacing their δ with
δ/
√
2. We also note that in [18] there appears to be a sign error in the exponent of e

3
2
ζ′(−1). We offer

here a brief suggestion on how the interested reader might convince themselves of this fact. First of
all, as pointed out in [18, Remark 1.4], one can recover the (continuum) whole plane spin-correlation
functions from the finite volume ones through a suitable limiting process. In particular, the scaling
limit of the whole plane two-point function equals C2|x− y|−1/4 (see [18, (1.6)]). On the other hand,
it is known that on the whole plane Z2-lattice the diagonal two point function has an explicit product
representation – see e.g. [64, (XI.4.18)]. This product can be written in terms of Barnes G functions,
and using their known asymptotics, one can recover the correct value of C. We thank Antti Suominen
for pointing this sign error out to us. �

4.2. The critical XOR-Ising model and its magnetic perturbation. Following Wilson [83], see
also [13], we consider now the so called XOR-Ising model, which is again a probability measure
on spin configurations, but now the spin configurations are given by a pointwise product of two
independent Ising spin configurations. We focus on the critical case again and we thus make the
following definitions: let σδ, σ̃δ be independent and distributed according to Pδ and define for x ∈ U ,
Sδ(x) = σδ(x)σ̃δ(x). Also write for a ∈ Fδ, Sa = σaσ̃a. Let us write Pδ for the law of S (both
the spin configuration and spin field, and as for the normal Ising model, we don’t care what space
of functions S lives on). Perhaps slightly artificially, but as discussed in Section 1.3, motivated by
wanting to study scaling limits of near critical models of statistical mechanics, we also add a coupling
to a (non-uniform) magnetic field to this law: for a function ψ ∈ C∞

c (U), define

Pψ,δ(S) =
1

Zψ,δ
e
δ2−

1
4
∑

a∈Fδ∪∂Fδ
(δ−2

∫
a ψ(x)dx)SaPδ(S)

=
1

Zψ,δ
eδ

−1/4
∫
U ψ(x)Sδ(x)dxPδ(S),

where Zψ,δ is a normalizing constant. The reason to view this as a coupling to a magnetic field is
that typically in spin models of statistical mechanics, the part of the energy of a spin configuration
(σa) coming from an interaction with a magnetic field (ha) is given by −

∑
a haσa, and in the Gibbs
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measure of the model in a non-zero magnetic field is obtained by biasing the zero-magnetic field Gibbs
measure with a quantity 1

Zβ,h
eβ

∑
a haσa , where Zβ,h is a normalizing constant. In this picture, our

model corresponds roughly to choosing ha = δ2−
1
4ψ(a) (where ψ(a) means the value at the center of

the face, which is close to δ−2
∫
a ψ(x)dx due to the smoothness of ψ). Since ha → 0 as δ → 0, one

sometimes calls this type of model near-critical in that it is close to the critical case of h = 0.

4.3. Convergence to multiplicative chaos. The goal of this subsection is to prove Theorem 1.5.
The main point in the proof is to obtain a δ-independent integrable upper bound for the n-point
correlation function Eσδ(x1) . . . σδ(xn), which makes it possible to use the dominated convergence
theorem and Theorem 4.1 to find asymptotics of moments of δ−1/4

∫
U Sδ(x)f(x)dx and then using

the method of moments, justified by Theorem 1.3, conclude the convergence. Such an upper bound
is obtained by proving a variant of Onsager’s inequality for the Ising model, after which integrability
is obtained again from Lemma 3.10.

The precise statement about the moments of Sδ is the following.

Lemma 4.3. For each f ∈ C∞
c (U) and integer k ≥ 0

lim
δ→0

E
(
δ−1/4

∫
U
f(x)Sδ(x)dx

)k
(4.1)

=

(
C2

√
2

)k ∫
Uk

k∏
j=1

[
f(xj)

(
|ϕ′(xj)|

2Imϕ(xj)

)1/4
] ∑
µ∈{−1,1}n

∏
i<j

∣∣∣∣∣ϕ(xi)− ϕ(xj)

ϕ(xi)− ϕ(xj)

∣∣∣∣∣
µiµj

2 k∏
j=1

dxj .

and for each λ > 0

(4.2) sup
δ>0

E eλ
∣∣δ−1/4

∫
U Sδ(x)dx

∣∣
<∞.

Our proof will be based on the following lemma.

Lemma 4.4. Let a1, . . . , ak ∈ Fδ be distinct faces lying inside a fixed compact set K ⊂ U and identify
each face with its center. Then for some constant C > 0 we have

δ−k/8Eσa1 . . . σak ≤ Ck
k∏
i=1

(
min
j 6=i

|ai − aj |
)−1/8

.

The constant C is independent of the points ai, k and δ, but it may depend on K.

Proof. This inequality essentially appears in the proof of Proposition 3.10 in [38], where the authors
show ([38, last line on p. 20]) that

Eσa1 . . . σak ≤
p∏
i=1

φ+Bi
(ai ↔ ∂Bi).

Here Bi = ai + [−`i/4, `i/4]2 are disjoint boxes with `i = minj≥0,j 6=i d(ai, aj) being the δZ2-distance
(we have added the factor δ compared to [38] because we are working on the scaled lattice) from ai
to its closest neighbour or to the boundary ∂U which is denoted by a0. The quantity φ+Bi

(ai ↔ ∂Bi)

denotes the probability that ai is connected to the boundary of Bi in the FK–Ising model (see e.g.
[38, Section 3.1 and Section 3.2] and references therein), and this probability is less than C`

−1/8
i by

[38, Lemma 3.9]. Our claim then follows from the elementary inequality d(a, b) ≤
√
2|a− b|/δ and the

fact that by compactness d(K, ∂U) is bounded from below for small enough δ. �

This allows us to give the proof of Lemma 4.3.

Proof of Lemma 4.3. Let K ⊂ U be a fixed compact set and let x1, . . . , xk ∈ K. We claim that for
some C > 0 independent of xi, k, and δ,

44



(4.3) δ−k/8Eσδ(x1) · · ·σδ(xk) ≤ Ck
k∏
i=1

(
min
j 6=i

|xi − xj |
)−1/8

which can be seen as a variant of Onsager’s inequality for the Ising model.
Let us write a(x)i for the face x lies in (with the convention that we count in it the southern and

western boundary without corners as well as the south-western corner). If we first assume that all of
the a(x)i are distinct (|a(x)i −a(x)j | ≥ δ) and note that |xi−xj | ≤ |xi−a(x)i |+ |a(x)i −a(x)j |+ |xj −a(x)j | ≤
2δ + |a(x)i − a

(x)
j | ≤ 3|a(x)i − a

(x)
j |, then (4.3) follows immediately from Lemma 4.4.

Consider then the case where not all of the a(x)i are distinct. After using σ2a = 1 to reduce the
number of spins from the correlation function and possibly relabelling the spins, let us assume that
we have

δ−k/8Eσδ(x1) · · ·σδ(xk) = δ−k/8Eσδ(x1) · · ·σδ(xl)

with l < k and (a
(x)
i )li=1 distinct. From the case where all faces were distinct, we find

δ−k/8Eσδ(x1) · · ·σδ(xk) ≤ δ−(k−l)/8C l
l∏

j=1

(
min

1≤i≤l,i 6=j
|xi − xj |

)−1/8

≤ δ−(k−l)/8C l
l∏

j=1

(
min

1≤i≤k,i 6=j
|xi − xj |

)−1/8

where the second step comes from the fact that we minimize over a larger set. Now for the remaining
points xl+1, ..., xk, for each of them, there is another xi such that both points belong to the same face,
implying that for j > l,

min
1≤i≤k,i 6=j

|xi − xj | ≤
√
2δ

so that

δ−(k−l)/8 ≤ 2
k−l
16

k∏
j=l+1

(
min

1≤i≤k,i 6=j
|xi − xj |

)−1/8

,

which concludes the proof of (4.3).
We may now compute

lim
δ→0

E
(
δ−1/4

∫
U
f(x)Sδ(x) dx

)k
= δ−k/4

∫
Uk

f(x1) . . . f(xk)ESδ(x1) . . .Sδ(xk) dx

= δ−k/4
∫
Uk

f(x1) . . . f(xk)(Eσδ(x1) . . . σδ(xk))2 dx.

Using (4.3), we see that the absolute value of the integrand is at most

C2k‖f‖k∞
k∏
i=1

(
min
j 6=i

|xi − xj |
)−1/4

.
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By Lemma 3.10 this is integrable, so we may apply the dominated convergence theorem and Theo-
rem 4.1 to get

lim
δ→0

E
(
δ−1/4

∫
U
f(x)Sδ(x) dx

)k
=

∫
Uk

f(x1) . . . f(xk)C2k
k∏
j=1

( |ϕ′(xj)|
2 Imϕ(xj)

)1/4
2−k/2

∑
µ∈{−1,1}n

∏
1≤i<j≤k

∣∣∣∣∣ϕ(xi)− ϕ(xj)

ϕ(xi)− ϕ(xj)

∣∣∣∣∣
µiµj

2

dx,

which proves (4.1). Moreover, the uniform bound obtained from Lemma 3.10 also implies (4.2). �

Having Lemma 4.3 in our hand, we can now turn to the proof of convergence to chaos.

Proof of Theorem 1.5. By (the proof of) Theorem 1.3, the moments of∫
U
C2

(
2|ϕ′(x)|
Imϕ(x)

)1/4

cos(2−1/2X(x))f(x) dx

are precisely the right side of (4.1). Thus by Lemma 4.3 the moments of the XOR-Ising field converge
to those of the real part of the imaginary chaos and by Theorem 1.3, the moments of the imaginary
chaos grow slowly enough so that they determine its distribution and the convergence of moments
implies convergence in law – see Corollary 3.13. �

4.4. The sine-Gordon model. Let us now introduce the sine-Gordon type model appearing in the
statement of Theorem 1.6. In the theoretical physics literature, a definition of the sine-Gordon model
could be representing the correlation functions of the sine-Gordon field as a functional integral, which
might be written as

〈X(x1) · · ·X(xk)〉sG(λ,β) =
1

Z(λ, β)

∫
X(x1) · · ·X(xk)e

λ
∫
R2 cosβX(x)dx−

∫
Rd ∇X(x)·∇X(x)dxDX.

Above DX =
∏
x∈R2 dX(x) is formally the (non-existent) infinite dimensional Lebesgue measure and

the integral is over RR2 . This is of course ill-defined, but the way one mathematically makes sense of
this is through understanding the combination e−

∫
R2 ∇X(x)·∇X(x)dxDX as the probability distribution

of the (whole plane) Gaussian free field. Then one could try to view this as biasing the law of the
Gaussian free field with something again related to imaginary multiplicative chaos. For our purposes,
it is more convenient to work in a finite domain with zero boundary conditions on the free field (this
also avoids the problem with the zero mode or the fact that the whole plane free field is well defined
only up to a random additive constant). Also instead of having just the quantity λ

∫
cosβX(x)dx,

our purposes require generalizing slightly and replacing the constant λ by a weight in the integral.
We thus make the following definition.

Definition 4.5. Let U ⊂ R2 be a bounded simply connected domain, let X be the zero boundary
Gaussian free field in U – see Example 2.6 – with law PGFF on (say) H−ε(R2)20. For ψ ∈ C∞

c (U),
β ∈ (0,

√
2), the sine-Gordon(ψ, β) model in domain U with zero boundary condition is a probability

distribution on H−ε(R2) of the form

PsG(ψ,β)(dX) =
1

Z(ψ, β)
e
∫
U ψ(x) cosβX(x)dxPGFF(dX),

where again the integral in the exponential is formal notation for testing the random generalized
function cos(βX) against the test function ψ. �

Remark 4.6. For the above definition to make sense, cosβX has to be measurable w.r.t. X and
we need E e

∫
U ψ(x) cosβX(x) dx to be finite. The first property follows simply from our convergence in

probability in Theorem 1.1, while the second one follows from Theorem 1.3. �

20Recall that the field X is actually supported in U – see Proposition 2.3. As is often done, one could also consider
X as a random element of H−ε(U).
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This definition allows us to construct the cosine of the sine-Gordon field, namely the proposed
limiting object from Theorem 1.6. We do not really need to construct it as a random generalized
function, we simply need to know that for each test function, there exists a random variable that can
be viewed as the cosine of the sine-Gordon field tested against this test function.

Definition 4.7. Let U ⊂ R2 be a bounded simply connected domain. For each β, γ ∈ (0,
√
2) and

f, ψ ∈ C∞
c (U), let us write ∫

U
f(x) cos

(
γXsG(ψ,β)(x)

)
dx

for the random variable whose law is characterized by the condition that for each bounded continuous
F : R → R,

E
[
F

(∫
U
f(x) cos

(
γXsG(ψ,β)(x)

)
dx

)]
=

1

Z(ψ, β)
EGFF

[
F

(∫
U
f(x) cos (γX(x)) dx

)
e
∫
U ψ(x) cos(βX(x))dx

]
,

where
∫
U f(x) cos(γX(x))dx and

∫
U ψ(x) cos(βX(x))dx denote the action of the real parts of imaginary

chaos distributions built from the GFF on U with zero boundary conditions provided by Theorem
1.1. �

To see that this is a valid definition, first note from Theorem 1.1 that we can simultaneously
construct both of the random variables

∫
U f(x) cos(γX(x))dx and

∫
U ψ(x) cos(βX(x))dx on the same

probability space. Moreover, as F is bounded, we have from Theorem 1.3 that the expectation
on the right hand side of the equation in the definition is finite. Thus, by the standard argument
of interpreting this as a positive linear functional of F , the Riesz–Markov–Kakutani representation
theorem provides the existence of the desired probability distribution. We note that one could also
construct the same object starting from regularizations of the free field.

We are now in a position to move on to the proof of Theorem 1.6.

4.5. Convergence of the magnetically perturbed critical XOR-Ising to cosine of the sine-
Gordon field. Proving that the spin field of the magnetically perturbed XOR-Ising model converges
to the cosine of the sine-Gordon field, or Theorem 1.6, now follows rather easily from Theorem 1.1.

Proof of Theorem 1.6. What we wish to show is that for each bounded continuous F : R → R,

lim
δ→0

E ψ,δ

[
F

(
δ−1/4

∫
U
f(x)Sδ(x)dx

)]
= E

[
F

(
C2

∫
U

(
2|ϕ′(x)|
Imϕ(x)

)1/4

f(x) cos
(
2−1/2X

sG(ψ̃,1/
√
2)
(x)
)
dx

)]
,

where on the left hand side we have the spin field of the magnetically perturbed XOR-Ising model,
with law Pψ,δ and expectation E ψ,δ, and on the right hand side we have the random variable defined
in Definition 4.7.

Recall that we wrote Pδ for the law of the spin field of the zero-magnetic field XOR-Ising model
and let us write E δ for the corresponding expectation. By the definition of Pψ,δ we thus have

E ψ,δF
(
δ−1/4

∫
U
Sδ(x)f(x) dx

)
=

1

Zψ,δ
E δ

[
F
(
δ−1/4

∫
U
Sδ(x)f(x) dx

)
eδ

−1/4
∫
U ψ(x)Sδ(x) dx

]
By Theorem 1.5 we know that under Pδ, δ−1/4Sδ tested against an arbitrary test function converges in
law to cos( 1√

2
X) (where X is the free field) tested against C2(2 |ϕ′(x)|

Imϕ(x))
1/4 times that same test function,

so by linearity and the Cramér-Wold theorem, the random variables A = δ−1/4
∫
U Sδ(x)f(x) dx and

B = δ−1/4
∫
U Sδ(x)ψ(x) dx converge jointly in law (to the corresponding random variables expressed
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in terms of the free field. From the continuity of the map (x, y) 7→ F (x)ey it follows that also F (A)eB
converges in law by the continuous mapping theorem [54, Lemma 4.27] to the random variable

F

(
C2

∫
U

(
2|ϕ′(x)|
Imϕ(x)

)1/4

f(x) cos(2−1/2X(x))dx

)
e
∫
U ψ̃(x) cos(2

−1/2X(x))dx.

Moreover, by the (exponential) uniform integrability provided by boundedness of exponential mo-
ments proven in Lemma 4.3, Zψ,δ converges to Z(ψ, 1/

√
2) as δ → 0. These remarks combined with

another application of the boundedness of exponential moments from Lemma 4.3 shows that also the
expectation of F (A)eB converges to the correct quantity as δ → 0 and we deduce that

lim
δ→0

E ψ,δ

[
F

(
δ−1/4

∫
U
f(x)Sδ(x)dx

)]
= E

[
F

(
C2

∫
U

(
2|ϕ′(x)|
Imϕ(x)

)1/4

f(x) cos
(
2−1/2X

sG(ψ̃,1/
√
2)
(x)
)
dx

)]
,

as was desired. �

This concludes our study of the Ising model.

5. Random unitary matrices and imaginary multiplicative chaos

The goal of this section is to prove Theorem 1.7. As mentioned in Section 1.4, the proof is very
similar to that in [81]. Below, we first recall our model and some known results about it, after which
we record the proof which follows rather directly from the known results.

5.1. Defining the fields. As mentioned in Section 1.4, the random matrix model we consider is that
of Haar distributed random unitary matrices. That is, we consider a random N ×N unitary matrix
UN whose distribution is given by the Haar, or uniform measure on the unitary group U(N).21

As discussed in Section 1.4, we wish to consider objects related to the characteristic polynomial of
UN which give rise to imaginary multiplicative chaos. The relevant fields to consider are the real and
imaginary parts of the logarithm of the characteristic polynomial evaluated on the unit circle. More
precisely, we define for θ ∈ [0, 2π]

XN (θ) = log |det(I − e−iθUN )| and YN (θ) = lim
r→1−

ImTr log(I − re−iθUN ),

where I denotes the N ×N identity matrix, and in the definition of YN , what we mean by Tr log(I −
re−iθUN ) is

∑N
j=1 log(1− rei(θj−θ)), where (eiθj )Nj=1 are the eigenvalues of UN , and the branch of the

logarithm is the principal one – namely it is given by log(1− z) = −
∑∞

k=1
1
kz

k for |z| < 1. Note that
in this case, the limit defining YN exists almost surely e.g. in L2([0, 2π], dθ). Moreover, an elementary
exercise in trigonometry shows that if θ 6= θj for all j, then we can write

YN (θ) =
N∑
j=1

θj − θ

2
+
π

2

N∑
j=1

(1{θj < θ} − 1{θj > θ})

=

N∑
j=1

θj − θ

2
− Nπ

2
+ π

N∑
j=1

1{θj < θ}(5.1)

= − 1

2i

∞∑
k=1

1

k

(
e−ikθTrUkN − eikθTrU−k

N

)
,

21Being one of the classical compact groups, it is a classical fact that there exists a unique probability measure PN on
U(N) such that for any Borel set B ⊂ U(N) and any fixed U ∈ U(N), PN (UB) = PN (BU) = PN (B) – this probability
measure is the one we take for the distribution of the random matrix UN . We write simply E for integration with respect
to PN
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where we have used the convention that θj ∈ [0, 2π) for all j, and θ ∈ [0, 2π). Moreover, the last
equality is valid in the L2-sense and is a consequence of the series expansion of the logarithm in
the unit circle. We now review some standard facts relating random unitary matrices to Toeplitz
determinants and recent results concerning asymptotics of such determinants.

5.2. Random unitary matrices and asymptotics of Toeplitz determinants. A fundamental
fact about Haar distributed random unitary matrices is an exact formula for the distribution of the
eigenvalues of the matrix. More precisely, a consequence of Weyl’s integration formula is that the
distribution of (eiθj )Nj=1 (for θj ∈ [0, 2π]) is given by

(5.2) 1

N !

∏
k<l

∣∣∣eiθk − eiθl
∣∣∣2 k∏
j=1

dθj
2π

.

From this, using the fact that the product over pairs here can be expressed in terms of the Vander-
monde determinant, one can check the so-called Heine–Szegő identity: if we write T for the unit circle
of the complex plane, then for h ∈ L1(T,C)

(5.3) E
N∏
j=1

h
(
eiθj
)
= det

(∫ 2π

0
e−i(k−l)θh

(
eiθ
)dθ
2π

)N−1

k,l=0

.

As we will shortly see, we’ll make use of this connection. In particular, what will be sufficient for our
purposes is the fact that for say a smooth function V : T → C with no winding and real parameters
β1, β2, γ1, γ2 as well as distinct points ϕ,ϕ′ ∈ [0, 2π], one finds from (5.1) as well as the Heine–Szegő
identity (5.3):

E e
∑N

j=1 V (eiθj )eiβ1XN (ϕ)+iγ1YN (ϕ)−iβ2XN (ϕ′)−iγ2YN (ϕ′)(5.4)

= det

(∫ 2π

0
e−i(k−l)θeV (eiθ)

∣∣∣eiθ − eiϕ
∣∣∣iβ1 ∣∣∣eiθ − eiϕ

′
∣∣∣−iβ2 ei (γ1−γ2)

2
θe−

iγ1
2
ϕ+

iγ2
2
ϕ′

× gγ1(θ, ϕ)g−γ2(θ, ϕ
′)
dθ

2π

)N−1

k,l=0

,

where for θ, ϕ ∈ [0, 2π]

gγ(θ, ϕ) =

{
e−iπ

γ
2 , θ < ϕ

eiπ
γ
2 , θ > ϕ

.

Such determinants are known as Toeplitz determinants with Fisher–Hartwig singularities and have
a long and interesting history – we refer the interested reader to e.g. [24] for a review of it. More
importantly for us, there are quite recent results concerning very precise large N asymptotics of such
determinants. We refer to [14] and [35] for the original results concerning asymptotics of precisely
these types of determinants, and to [25] for results that contain the uniformity we require. The
following theorem is a combination of [25, Theorem 1.1 and Remark 1.4] as well as [20, Theorem
1.11], though in our setting the statement of the theorem is slightly simpler, and we use slightly
different notation. Also we’ll only need results with either β1 = β2 = 0 or γ1 = γ2 = 0, and it’s
slightly simpler to formulate the results in these two case separately.

Theorem 5.1 (Deift, Its, and Krasovsky; Claeys and Krasovsky). Let V be a Laurent polynomial
with a fixed degree K : V (eiθ) =

∑
|k|≤K Vke

ikθ and let β1, β2 ∈ R. Then as N → ∞,
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E e
∑N

j=1 V (eiθj )eiβ1XN (ϕ)−iβ2XN (ϕ′)

= eNV0+
∑K

k=1 kVkV−kN−β21+β22
4 |eiϕ − eiϕ

′ |−
β1β2

2 e−i
β1
2
(V (eiϕ)−V0)+iβ22 (V (eiϕ

′
)−V0)

×
G
(
1 + iβ12

)2
G
(
1− iβ22

)2
G(1 + iβ1)G(1− iβ2)

(1 + o(1)),

where G is the Barnes G-function and the error o(1) is uniform in |eiϕ − eiϕ
′ | > N ε−1 for any fixed

ε > 0 (and if say β1 = 0, then the error is uniform in ϕ′) as well as uniform in {Vk}|k|≤K when
restricted to some fixed compact subset of C2K+1.

Moreover, let γ1, γ2 ∈ R be such that either γ1γ2 = 0 or |γ1 + γ2| < 2 and ±γ1,±γ2 /∈ 2Z+ =
{2, 4, ...}. Then as N → ∞,

E e
∑N

j=1 V (eiθj )eiγ1YN (ϕ)−iγ2YN (ϕ′)

= eNV0+
∑K

k=1 kVkV−kN− γ21+γ22
4 |eiϕ − eiϕ

′ |−
γ1γ2

2 e−
γ1
2

∑K
j=1(Vj−V−j)e

ijϕ+
γ2
2

∑K
j=1(Vj−V−j)e

ijϕ′

×G
(
1 +

γ1
2

)
G
(
1− γ1

2

)
G
(
1 +

γ2
2

)
G
(
1− γ2

2

)
(1 + o(1)),

where again the error o(1) is uniform in |eiϕ − eiϕ
′ | > N ε−1 for any fixed ε > 0 (and if say γ1 = 0,

then the error is uniform in ϕ′) as well as uniform in {Vk}|k|≤K when restricted to some fixed compact
subset of C2K+1.

Remark 5.2. The uniformity in the coefficients of V is not explicitly stated in either [25] or [20],
but this is something that can be verified as the error estimates for the jump matrices of the small
norm Riemann–Hilbert problem are easily seen to be uniform in the coefficients (in the sense stated
in Theorem 5.1). �

We now turn to the proof of convergence to chaos.

5.3. Proof of Theorem 1.7. The proof we present here is very similar to those in [10, 58, 81]. The
idea is to introduce a smoothing of the fields XN and YN which comes simply from truncating the
series expansion of the logarithm. Then one verifies that the approximation to the chaos coming
from the truncation is close to that coming from the untruncated field in the L2-sense through an
application of Theorem 5.1. Theorem 5.1 also implies that the truncated version is close to the chaos
constructed from purely Gaussian random variables.

Proof of Theorem 1.7. By a standard Cramér-Wold argument, we can reduce to the case when f is
non-negative. Let us now introduce the following fields: for a fixed M ∈ Z+, let

XN,M (θ) = −1

2

M∑
k=1

1

k

(
e−ikθTrUkN + eikθTrU−k

N

)
and

YN,M (θ) = − 1

2i

M∑
k=1

1

k

(
e−ikθTrUkN − eikθTrU−k

N

)
.

Let us consider first the case of XN . By e.g. [54, Theorem 4.28], it is then enough for us to prove the
following two conditions:

(1)

(5.5) lim
M→∞

lim sup
N→∞

E

∣∣∣∣∣
∫ 2π

0

[
eiβXN (θ)

E eiβXN (θ)
− eiβXN,M (θ)

E eiβXN,M (θ)

]
f(θ)dθ

∣∣∣∣∣
2

= 0.
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(2) If we first let N → ∞ and then M → ∞,

(5.6)
∫ 2π

0

eiβXN,M (θ)

E eiβXN,M (θ)
f(θ)dθ

d→ µM (f)
d→ µ(f),

where µM is some approximation to µ for which convergence can be proven.
Let us begin with the first claim. Expanding the square, we find

E

∣∣∣∣∣
∫ 2π

0

[
eiβXN (θ)

E eiβXN (θ)
− eiβXN,M (θ)

E eiβXN,M (θ)

]
f(θ)dθ

∣∣∣∣∣
2

(5.7)

=

∫
[0,2π]2

E eiβXN (ϕ)e−iβXN (ϕ′)

E eiβXN (ϕ)E e−iβXN (ϕ′)
f(ϕ)f(ϕ′)dϕdϕ′

− 2

∫
[0,2π]2

Re
E eiβXN (ϕ)e−iβXN,M (ϕ′)

E eiβXN (ϕ)E e−iβXN,M (ϕ′)
f(ϕ)f(ϕ′)dϕdϕ′

+

∫
[0,2π]2

Re
E eiβXN,M (ϕ)e−iβXN,M (ϕ′)

E eiβXN,M (ϕ)E e−iβXN,M (ϕ′)
f(ϕ)f(ϕ′)dϕdϕ′

All of these terms now are of the form discussed in Theorem 5.1. Let us first focus on the first term.
Setting V = 0 and β2 = 0 in Theorem 5.1, we find for each θ ∈ [0, 2π], as N → ∞,

(5.8) E eiβXN (θ) = N−β2

4
G(1 + iβ2 )

2

G(1 + iβ)
(1 + o(1)).

In fact, from the translation invariance of the law (5.2), this expectation is constant in θ, so this
statement is in particular uniform in θ. Moreover, this result could be seen directly as the expectation
can be written as a variant of the Selberg integral. Combining (5.8) with another application of
Theorem 5.1 with V = 0, β1 = β = β2 shows that as N → ∞,

E eiβXN (ϕ)e−iβXN (ϕ′)

E eiβXN (ϕ)E e−iβXN (ϕ′)
=
∣∣∣eiϕ − eiϕ

′
∣∣∣−β2

2
(1 + o(1)),

where the error o(1) is uniform in |eiϕ − eiϕ
′ | ≥ N ε−1 for any fixed ε > 0. Thus we find for the first

term in (5.7)

∫
[0,2π]2

E eiβXN (ϕ)e−iβXN (ϕ′)

E eiβXN (ϕ)E e−iβXN (ϕ′)
f(ϕ)f(ϕ′)dϕdϕ′

=

∫
|eiϕ−eiϕ′ |≤Nε−1

E eiβXN (ϕ)e−iβXN (ϕ′)

E eiβXN (ϕ)E e−iβXN (ϕ′)
f(ϕ)f(ϕ′)dϕdϕ′

+ (1 + o(1))

∫
|eiϕ−eiϕ′ |≥Nε−1

|eiϕ − eiϕ
′ |−

β2

2 f(ϕ)f(ϕ′)dϕdϕ′

= O(N
β2

2
+ε−1) +O

(
N (ε−1)(1−β2

2
)
)
+ (1 + o(1))

∫
[0,2π]2

|eiϕ − eiϕ
′ |−

β2

2 f(ϕ)f(ϕ′)dϕdϕ′,

where the implied constants in the errors can depend on f . The first error comes simply from bounding
|E eiβXN (ϕ)−iβXN (ϕ′)| by one, bounding f by its maximum, and using (5.8). The second one comes
from replacing the integration region |eiϕ − eiϕ

′ | ≥ N ε−1 with [0, 2π]2. As β2 < 2, we conclude that

(5.9) lim
N→∞

∫
[0,2π]2

E eiβXN (ϕ)e−iβXN (ϕ′)

E eiβXN (ϕ)E e−iβXN (ϕ′)
f(ϕ)f(ϕ′)dϕdϕ′ =

∫
[0,2π]2

∣∣∣eiϕ − eiϕ
′
∣∣∣−β2

2
f(ϕ)f(ϕ′)dϕdϕ′.
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Consider next the cross term in (5.5). Choosing β1 = β2 = 0 and V (eiθ) = − iβ
2

∑M
k=1

1
k (e

ik(θ−ϕ) +

e−ik(θ−ϕ)) (namely Vk = − iβ
2|k|e

−ikϕ for 1 ≤ |k| ≤M and zero otherwise) in Theorem 5.1, we see that
for a fixed M , as N → ∞

(5.10) E eiβXN,M (ϕ) = e−
β2

4

∑M
k=1

1
k (1 + o(1))

where the error is uniform in ϕ, but not necessarily in M . Combining this with (5.8) as well as another
application of Theorem 5.1 with the choices β1 = β, β2 = 0, V (eiθ) = iβ

2

∑M
k=1

1
k (e

ik(θ−ϕ′)+e−ik(θ−ϕ
′))

yields that for a fixed M , as N → ∞

(5.11) E eiβXN (ϕ)−iβXN,M (ϕ′)

E eiβXN (ϕ)E e−iβXN,M (ϕ′)
= (1 + o(1))e−i

β
2
V (eiϕ) = (1 + o(1))e

β2

2

∑M
k=1

cos k(ϕ−ϕ′)
k ,

where the error is uniform in ϕ,ϕ′. Now it follows e.g. from [51, the proof of Lemma 6.5] that∑M
k=1

cos k(ϕ−ϕ′)
k ≤ − log |eiϕ−eiϕ′ |+C, for some constant C independent of M,ϕ,ϕ′. Thus combining

(5.11) with a dominated convergence argument (recall that β2 < 2) shows that

lim
M→∞

lim
N→∞

∫
[0,2π]2

E eiβXN (ϕ)−iβXN,M (ϕ′)

E eiβXN (ϕ)E e−iβXN,M (ϕ′)
f(ϕ)f(ϕ′)dϕdϕ′(5.12)

=

∫
[0,2π]2

lim
M→∞

e
β2

2

∑M
k=1

cos k(ϕ−ϕ′)
k f(ϕ)f(ϕ′)dϕdϕ′

=

∫
[0,2π]2

∣∣∣eiϕ − eiϕ
′
∣∣∣−β2

2
f(ϕ)f(ϕ′)dϕdϕ′.

Finally a similar argument, taking β1 = β2 = 0 and V (eiθ) = − iβ
2

∑M
k=1

1
k (e

ik(θ−ϕ) + e−ik(θ−ϕ)) +
iβ
2

∑M
k=1

1
k (e

ik(θ−ϕ′) + e−ik(θ−ϕ
′)) in Theorem 5.1 shows that

lim
M→∞

lim
N→∞

∫
[0,2π]2

E eiβXN,M (ϕ)−iβXN,M (ϕ′)

E eiβXN,M (ϕ)E e−iβXN,M (ϕ′)
f(ϕ)f(ϕ′)dϕdϕ′(5.13)

=

∫
[0,2π]2

∣∣∣eiϕ − eiϕ
′
∣∣∣−β2

2
f(ϕ)f(ϕ′)dϕdϕ′.

Thus combining (5.9), (5.12), and (5.13) yields (5.5).
To prove (5.6), we first point out that it is a consequence of Theorem 5.1 (taking β1 = β2 = 0) that

as N → ∞, for a fixed M , (
TrUkN√

k

)M
k=1

d→ (Z1, ..., ZM )

where Zi are i.i.d standard complex Gaussians (real and imaginary part independent N(0, 1/2) ran-
dom variables). This is a remark going back to [26], where it was proven through connections to
representation theory, but it can in fact be seen to be a consequence of the strong Szegő theorem.
Then an application of the continuous mapping theorem (see e.g. [54, Theorem 4.27]) shows that as
N → ∞ (again for a fixed M and f)

∫ 2π

0

eiβXN,M (θ)

E eiβXN,M (θ)
f(θ)dθ

d→
∫ 2π

0

e
iβ
2

∑M
k=1

1√
k
(e−ikθZk+e

ikθZ∗
k)

E e
iβ
2

∑M
k=1

1√
k
(e−ikθZk+eikθZ

∗
k)
f(θ)dθ.

The convergence of this to ei
β√
2
X (for β2 < 2) as M → ∞ then follows from recalling that the fields

1√
2

∑M
k=1(e

−ikθZk + eikθZ∗
k)/

√
k form a standard approximation – see Example 2.9. The convergence
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could also be deduced from Lemma 3.5 since the sum is a truncation of the Karhunen–Loève decom-
position of the underlying field. This concludes the proof for XN . The proof for YN is nearly identical.
We simply point out that the condition β2 < 1 comes from the condition |γ1 + γ2| < 2 in Theorem
5.1 reducing to |β| < 1 in the case relevant to the proof. We omit further details. �

Appendix A. Auxiliary results

In this appendix we record some basic facts needed to control moments of imaginary chaos near the
critical point. The first one is something that gives a rough estimate required for controlling mixed
moments.

Lemma A.1. Let U ⊂ Rd be bounded and 0 < β <
√
d. Then for any indices a ≥ b and

x1, . . . , xa, y1, . . . , yb ∈ U , a ≥ b, we have the inequality∏
1≤j<k≤a |xj − xk|β

2∏
1≤j<k≤b |yj − yk|β

2∏
1≤j≤a

∏
1≤k≤b |xj − yk|β2 ≤

∑
f : {1,...,b}→{1,...,a},

injective

C∏
1≤j≤b |xf(j) − yj |β2

for some constant C depending only U , a, and b – not β.

Proof. The result can be obtained by using a Gale–Shapley matching (see e.g. the appendix in [57]
– we provide a proof here for the reader’s convenience). For given x1, . . . , xa and y1, . . . , yb we may
form a matching f : {1, . . . , b} → {1, . . . , a} via the following algorithm: Among the remaining pairs
(xj , yk) choose one with minimal distance |xj − yk|, set f(k) = j, remove the points xj and yk from
the set of remaining points and repeat. By permutation invariance of the original expression we may
assume that the points matched by the algorithm are (y1, x1), . . . , (yb, xb), and they are matched in
this order. We may then write∏

1≤j<k≤a
|xj − xk|β

2 ∏
1≤j<k≤b

|yj − yk|β
2

∏
1≤j≤a
1≤k≤b

|xj − yk|β2

=

∏
b+1≤j<k≤a

|xj − xk|β
2

∏
1≤j≤b

|xj − yj |β2 ·

∏
1≤j<k≤a

j≤b

|xj − xk|β
2 ∏
1≤j<k≤b

|yj − yk|β
2

∏
1≤j≤a
1≤k≤b
j 6=k

|xj − yk|β2 .

We next write the second factor as

=
b∏
`=1

 ∏
`<k≤b

|y` − yk|β
2

|xk − y`|β2

∏
`<j≤a

|x` − xj |β
2

|xj − y`|β2


and using the inequalities

|y` − yk|
|xk − y`|

≤ |y` − xk|+ |xk − yk|
|xk − y`|

≤ 2,

where we use that yk was matched before y`, and
|x` − xj |
|xj − y`|

≤ |x` − y`|+ |y` − xj |
|xj − y`|

≤ 2

implied in turn by the fact that x` was matched before xj , we see that∏
1≤j<k≤a

|xj − xk|β
2 ∏
1≤j<k≤b

|yj − yk|β
2

∏
1≤j≤a
1≤k≤b

|xj − yk|β2 ≤ 2β
2(a−1)b

∏
b+1≤j<k≤a

|xj − xk|β
2

∏
1≤j≤b

|xj − yj |β2
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under the assumption that the points were matched according to f . Summing over the possible
matchings and bounding β2 by d in the prefactor yields the result. �

The following lemma is used for studying the behavior of imaginary multiplicative chaos near the
critical point.

Lemma A.2. Let µ be the random generalized function from Theorem 1.1. For any test function
ϕ ∈ C∞

c (U) we have ∣∣∣Eµ(ϕ)aµ(ϕ)b∣∣∣ ≤ C(E |µ(ϕ)|2)min(a,b)

for all integers a, b ≥ 0 and some constant C possibly depending on ϕ, g from (2.1), a, and b, but not
on β.

Proof. By the proof of Theorem 1.3 and a direct computation∣∣∣Eµ(ϕ)aµ(ϕ)b∣∣∣ . Ca,b

∫
Ua×b

∏
1≤j<k≤a |xj − xk|β

2∏
1≤j<k≤b |yj − yk|β

2∏
1≤j≤a

∏
1≤k≤b |xj − yk|β2 dx1 . . . dxady1 . . . dyb.

Here Ca,b depends on ϕ and g, and initially also on β, since the natural estimate one uses involves
terms like eβ2‖g‖L∞(supp(ϕ)×supp(ϕ)) , but we can always bound this from above by replacing β2 with d,
so we get a bound independent of β. We may assume that a ≥ b, the other case is handle in the same
way. It then readily follows by applying Lemma A.1 and integrating that∣∣∣Eµ(ϕ)aµ(ϕ)b∣∣∣ ≤ C(E |µ(ϕ)|2)b

for some constant C independent of β. �

Finally we conclude with a proof of Lemma 3.10.

Proof of Lemma 3.10. For fixed x1, . . . , xN ∈ B(0, 1), let F : {1, . . . , N} → {1, . . . , N} be the nearest
neighbour function mapping i 7→ j, where j is the index of the closest point xj to the point xi. By
removing a set of measure 0 from B(0, 1)N , we may assume that F is uniquely defined. The integral
then becomes ∑

F

∫
UF

e
β2

2

∑N
j=1 log

1
1
2 |xj−xF (j)| dx1 . . . dxN ,

where UF ⊂ B(0, 1)N is the set of those point configurations (x1, . . . , xN ) ∈ B(0, 1)N whose nearest
neighbour function equals F . Each nearest neighbour function F can be uniquely represented by a
directed graph with vertices {1, . . . , N} and an arrow from i to F (i). This graph is of the following
form: It consists of k ≤ bN/2c components, and each component consists of a 2-cycle (the two
mutually closest points in the component, by the triangle inequality there can be no longer cycles)
with two trees connected to the two vertices in the cycle. Without loss of generality we may assume
that (x1, x2), . . . , (x2k−1, x2k) are the vertices forming the cycles. Perform now the change of variables
uj =

1
2(xj − xF (j)) for j = 2k+1, . . . , N , u1 = 1

2(x1 − x2), u2 = 1
2x2, . . . , u2k−1 =

1
2(x2k−1 − x2k) and

u2k =
1
2x2k. Then we get the integral∫

ŨF

2N

|u1|β2 |u3|β2 . . . |u2k−1|β2 |u2k+1|β2/2 . . . |uN |β2/2
du1 . . . duN

for some new integration domain ŨF . We have |uj | ≤ 1 for all j and moreover the balls Bj = {y ∈
Rd : |y−xj | ≤ |uj |}, j = 1, 3, . . . , 2k−1, 2k+1, 2k+2, . . . , N are disjoint (since |uj | is half the distance
from xj to its nearest neighbour). Each such ball is contained in B(0, 2), and thus by comparing
volumes we get the inequality

|u1|d + |u3|d + · · ·+ |u2k−1|d + |u2k+1|d + · · ·+ |uN |d ≤ 2d.

In particular the new integration domain ŨF is contained in
{|u1|d + |u3|d + · · ·+ |u2k−1|d + |u2k+1|d + · · ·+ |uN |d ≤ 2d, |u2|, . . . , |u2k| ≤ 1}.
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Hence we get the upper bound∫
ŨF

2N

|u1|β2 |u3|β2 . . . |u2k−1|β2 |u2k+1|β2/2 . . . |uN |β2/2
du1 . . . duN

≤ cN
∫
(∂B(0,1))N−k

∫
rd1+···+rdN−k≤2d

r−β
2+d−1

1 . . . r−β
2+d−1

k r
−β2

2
+d−1

k+1 . . . r
−β2

2
+d−1

N−k dr1 . . . drN−k

≤ cN
∫
t1+···+tN−k≤1

t
−β2

d
1 . . . t

−β2

d
k t

−β2

2d
k+1 . . . t

−β2

2d
N−k dt1 . . . dtN−k

≤ cN
Γ(1− β2

d )
kΓ(1− β2

2d )
N−2k

Γ(k(1− β2

d ) + (N − 2k)(1− β2

2d ))

∫ 1

0
tN−k−k β2

d
−(N−2k)β

2

2d
−1 dt

≤ cN

Γ(k(1− β2

d ) + (N − 2k)(1− β2

2d ) + 1)
,

where c is some constant that may get bigger on each line of the above and following computations,
and which is allowed to depend on β2 and d but not on N or k. Above we used Dirichlet’s integral
formula, see e.g. [82, Section 12.5]. Thus we have

(A.1)
∫
UF

e
β2

2

∑N
j=1 log

1
1
2 |xj−xF (j)| dx1 . . . dxN ≤ cN

Γ(N(1− β2

2d )− k + 1)
,

where the right hand side only depends on F via the number of components in the directed graph
associated with F .

Next we bound the number of nearest neighbour functions whose graphs have k components. As
already mentioned above, each component consists of a 2-cycle augmented with two trees, or a simpler
way to think of them might be as unordered pairs of rooted trees whose roots form the cycle. It is worth
noting that the map from the nearest neighbour functions to their associated graphs is not a surjection
since geometrical reasons limit the number of incoming edges each vertex may have. However, since we
are only concerned with an upper bound, we will ignore this fact and simply count all possible labeled
graphs with N vertices and k components of the above prescribed type, with labels corresponding to
the variables x1, . . . , xN . This is a fairly straightforward task to which standard counting methods
using generating functions apply. Here we have written the argument using combinatorial species, see
for example [11] for an introduction to the subject. For an argument formulated in more elementary
terms, we refer to [45]. Let Ek be the species of (unordered) sets of k elements and let T be the
species of rooted trees. The species of a single component in the graph is then E2 ◦ T (an unordered
pair of rooted trees, whose roots correspond to the cycle). A set of k of these gives us then the
required species Gk of nearest neighbour graphs with k components, Gk = Ek ◦ (E2 ◦T ). The labeled
generating function of Ek is given by Ek(x) = xk

k! and hence

Gk(x) =
(T (x)2/2)k

k!
=
T (x)2k

2kk!
.

The species T itself satisfies the equation T = X · (E ◦ T ), where E is the species of sets (a rooted
tree consists of a root and a set of subtrees). Since E(x) = ex, the labeled generating function of T
satisfies the equation T (x) = xeT (x). In particular, if we let f(x) = xe−x, then f is the compositional
inverse of T , and we may use the Lagrange inversion formula to compute for N ≥ 2k that

[xN ]T (x)2k =
2k

N
[x−2k]f(x)−N =

2k

N
[x−2k]

eNx

xN
=

2k

N
[x−2k]

∞∑
j=0

N jxj−N

j!
=

2kNN−2k−1

(N − 2k)!
,

where [xk]g(x) is the coefficient of xk in some power series g. Hence the number of nearest neighbour
graphs with N vertices and k components (ignoring the geometrical restrictions) is

(A.2) N !2kNN−2k−1

2kk!(N − 2k)!
≤ cN

N !

k!
≤ cN (N − k)!,
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where the first inequality follows by Stirling’s approximation and the second follows from the fact
that

(
N
k

)
≤ 2N .

The proof is easily finished by combining (A.1) and (A.2) with another application of Stirling:∫
B(0,1)N

exp
(β2
2

N∑
j=1

log
1

1
2 mink 6=j |xj − xk|

)
dx1 . . . dxN

=
∑
F

∫
UF

e
β2

2

∑N
j=1 log

1
1
2 |xj−xF (j)| dx1 . . . dxN

≤ cN
bN/2c∑
k=1

(N − k)!

Γ(N(1− β2

2d )− k + 1)
≤ cN

bN/2c∑
k=1

NN β2

2d ≤ cNNN β2

2d ,

where again the value of c may not be same in each of the places it appears. �
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